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I. INTRODUCTION

Mr. Ted Sobchak convened the March 26 and 27, 2003 Human Spaceflight (HSF) Network Support Group (NSG) meeting to discuss HSF mission plans, support issues, and future requirements.  Mr. Sobchak presented plagues to Major Randall Moore of the 21 SOPS and Ms. Melissa Blizzard of the Merritt Island tracking station (MILA) for the excellent support provided by their organizations for Space Shuttle and the Tracking and Data Relay Satellite (TDRS) HIJ missions.  Mr. Sobchak informed the attendees that this would his last cycle of NSG meetings.  He is being assigned to the MILA commercialization effort.  Mr. James Bangerter will be assuming his duties.

II. ACTION ITEM REVIEW

Ms. Angela Culley reviewed the previous NSG action items.  Ms. Culley noted that many of the action items have been closed.

A. Action Item NSG-0902-04.  It was stated that this issue was never resolved.  The problems could not be reproduced.  Mr. Gary Morse suggested that in the future, the action item response provide the information that the issue was not really resolved.

B. Action Item NSG-0902-09.  This item is closed, but an action was assigned in the SART.

C. Action Item NSG-0303-01.  This item remains open.

III. GSFC HS STS-107 DATA AND RECORDS HANDLING GUIDELINES

A. Mr. Len Switalski gave a presentation on Goddard Space Flight Center (GSFC) Human Spaceflight (HS) STS-107 data and records handling (refer to the attachment, STS-107 Data and Records Handling Guidelines).  The Space Shuttle Program (SSP) Contingency was declared on February 1, 2003.  All network sites and supporting elements (including White Sands Complex [WSC], NASA Integrated Services Network [NISN], Flight Dynamics Facility [FDF], Air Force Satellite Control Network [AFSCN] Remote Tracking Stations [RTS], Dryden Flight Research Center [DFRC], Wallops Flight Facility [WFF], MIL/Ponce deLeon [PDL], and the Network Integration Center [NIC]) remained in a misison freeze.  The data was impounded on various media.  The STS-107 Data and Records Handling Working Group (DARH WG) was formed.  The team was tasked to establish policies and authorize data use except for Freedom of information Act (FOIA) requests.  The STS-107 Network Team developed the DARHWG document.  The document provides the processes for impounding data and accessing the impounded data.  

B. An Impoundment Area Coordinator (IAC) was named at GSFC and at each network site and supporting element.  Access to the impounded data is controlled to preserve the integrity of the data.  Requests for access to the impounded data are made through formal requests to the Network Director (ND).  Data request traceability is maintained via Interim Support Instruction (ISI).  

C. All data at the network sites and supporting elements was impounded in a timely and organized manner.  All requests for impounded data were answered quickly and in accordance with the established procedures.  Mr. Gary Morse commented that this plan was STS-107 specific, but was a good template.

IV.
SSP FLIGHT PLAN OVERVIEWS

Mr. Robert Marriott gave a presentation on the SSP flight plans (refer to the attachment, Soyuz-6 through STS-122 ISS ULF-1 through ISS 1E).  Mr. Marriott reminded the attendees that this information is unofficial and subject to change without notice.  Mr. Marriott provided a list of URLs that may be accessed for official information.  The current increment is Increment 6.  The Increment Flight Readiness Review (FRR) process is underway.  Mr. Marriott noted several items in the manifest:

A. High Definition TV (HDTV) is planned for STS-114 (OV-104).

B. Solar array set 2A and 4A.3 are deployed.  The Solar Alpha Rotary Joint (SARJ) is activated and checked out on STS-115 (OV-105).

C. The Expedition Eight crew is delivered and Expedition Seven Crew returned on STS-116 (OV-104).

D. A SPACEHAB Single Cargo Module delivers supplies and equipment to the International Space Station (ISS) on STS-118 (Orbiter To Be Determined [TBD]).

E. The fourth and final set of United States (U.S.) solar arrays is delivered on STS-119 (OV-104).

F. Core assembly is complete on STS-120 (Obiter TBD).  

G. The first Automated Transfer Vehicle (ATV) flight is scheduled for No Earlier Than (NET) September 2004.  The launch vehicle is an Ariane 5.  ATV is an unmanned servicing and logistics vehicle.

H. The European Space Agency (ESA) Columbus Module is installed and activated on
STS-122 (OV-104).  Mr. Morse stated that the dates are arbitrary and dependent on the re-flight decision.

V.
EMCC TEST PLAN OVERVIEW

Mr. Mike Marsh provided an Emergency Mission Control Center (EMCC) test plan overview (refer to the attachment, EMCC Test Plan Overview).  The March 28 EMCC exercise has been postponed indefinitely.  Rescheduling the test will be re-addressed with management.  The test may be conducted during hurricane season if Space Shuttle is not flying for an extended period.  The determining factor is the availability of the KC-135 aircraft.  The Johnson Space Center (JSC) Shuttle Mission Simulator (SMS) will act as the Orbiter for the test.  Astronaut crew will participate in the test.  Mr. Marsh reviewed the End-to-End (ETE) Telemetry (TLM) and Command (CMD) data flow and stated that the real TDRS network will be used. He reviewed the JSC verification data flow and stated that the JSC Mission Control Center (MCC) and Electronic Systems Test Laboratory (ESTL) will participate.  He also reviewed the Kennedy Space Center (KSC) verification data flow and stated that the verification will bypass the real TDRS network.  Mr. Gary Morse asked if ESTL was up-to-date on the MILA configurations.  Mr. Mario Delgado stated that he would check.

VI.
ISS COLUMBUS TERMINAL

Mr. Oron Schmidt provided an ISS Columbia Terminal overview (refer to the attachment, Columbus Enhancements).  The Columbus Terminal (COL-T) provides data transmission between the Columbus Module and the Redu ground station using the ESA relay satellite ARTEMIS.  RSA has decided to add Ka-band capability to the terminal.  This capability is compatible with the latest Tracking and Data Relay Satellite System (TDRSS) generation Ka-band capability.  The Ka-band capability is provided should there be an ARTEMIS failure.  There were problems getting the ARTEMIS into orbit and its life expectancy is unsure.  An ETE test is planned, but the details are not known at this time.  The specifications are out to the subcontractors, except the antenna.  The COL-T Controller (CTC) is the base component.  The specification is in Draft form and under review.  Two racks will be required for internal equipment.  Original plans called for encryption on the Downlink (DL) with the Forward Link in the clear.  After discussions with NASA, the encryption will be on the Forward Link.
Mr. Schmidt reviewed the COL-T ground station equipment and Data Processing Equipment (DAPE).  The terminal has S-band forward and Ka-band return link capability.  Open loop pointing will be attempted.  The antenna has no autotrack capability.  There are concerns regarding antenna usage.  Mr. Schmidt reviewed the viewing angels and ARTEMIS visibility from Columbus.  The ESA analysis is very optimistic, although the analysis looks good.  The estimate is 42 percent East/West coverage excluding the Zone of Exclusion (ZOE).  A Design Review was conducted at Breman in December 2002.  Several RIDs were produced.  Items of concern included the Ka-band antenna pointing and acquisition, S-band forward link data rate, forward link encryption, Ka-band return link performance, and TDRSS Ka-band signal compatibility issues.  The convolutional coding of return link I/Q channels does not meet the Space Network Users Guide (SNUG) Version 8 requirements.  Essentially, there is no I and Q channel.  JSC, GSFC, and ESA are working on approaches to this issue.  Mr. Schmidt added that the NASADA Japanese Experiment Module (JEM) Ka-band system is being evaluated as well.  NASDA uses the same approach (no I/Q channels).  Work has begun on an operations concept to use the JEM Ka-band should the ISS Ku-band system fail.  It is very unlikely that ESA and/or NASDA will change their approach.  

VII.
HDTV

Mr. Oron Schmidt gave a presentation on HDTV (refer to the attachment, STS-114 High Definition Television (HDTV) Downlink Status).  The objective was to develop and fly a commercially-sponsored HDTV payload what will allow downlink of HDTV video for ISS (both live and tap playback).  The demonstration was originally scheduled for STS-114.  It is not known if it will remain on STS-114 in the future.  Lessons learned from the Pathfinder flight will be used to develop a permanent system.  The permanent system will also support a wide range of HDTV formats.  The HDTV partners are JSC, Marshall Space Flight Center (MSFC), NASDA, and the Discovery Channel.  An ESTL radiated test is planned for L-3 or 4 weeks.

VIII.
ISS U.S. CORE COMPLETE

Mr. Robert Marriott gave a presentation on the ISS core completion (refer to the attachment, International Space Station Core Complete).  Mr. Marriott reviewed a diagram outlining the elements on orbit today, U.S.-owned (U.S.-built) elements to be added, U.S.-owned (partner-built) elements to be added, and International Partner (IP)-owned elements to be added.  U.S. core complete is the point when all U.S.-built elements are installed and functioning onboard.  This includes the truss segments, power system, cooling, system, and U.S. nodes.  After U.S. core complete, the focus will shift to IP assembly activity (Columbus Module, ATV, JEM, and H-II Transfer Vehicle [HTV]).  The assembly sequence will not change.  All U.S. elements are tested and ready.

IX.
GSCB STATUS

Mr. Ernie Smith presented a Ground Segment Control Board (GSCB) status (refer to the attachment, Ground Segment Control Board NSG Status).  The GSCB is a multilateral ISS program-level board that establishes a baseline for and controls subsequent changes to operations and mission integration ground facilities and related products.  It provides a forum for resolving ground facilities technical and schedule issues.  The GSCB has three subpanels:  Network and Communications Analysis Integration Team (NACAIT), Integrated Verification and Test Team (IV&T), and Security Analysis and Response Team (SART).  The next GSCB is scheduled for May 19 at JSC.GSCB partners are ESA, NASDA, Canadian Space Agency (CSA), Russia, and ASI.  Mr. Smith reviewed activities related to each of the partners: e.g., the ESA Phase 1 gateway in the MCC-H remains active; the ESA phase 2 gateway is being installed at the MCC-H; JEM gateway is installed at MCC-H but not active; Russian interfaces remain stable, and the ASI interfaces remain stable.  GSCB continues to support IDEA.  MSFC and JSC are working on a joint project to enhance the MCC-H backup command and control capability.  Several options have been considered.  Option three (HSR to TDRSS) is very promising.  For this option a serialized/deserialized hardware component is required.  It would be feasible to backup HSR to MSFC in this scenario.  Mr. Joe Aquino stated that the NACAIT is looking at this. 

X. MILA/PDL UPGRADES TIMELINE AND PLAN

A. Ms. Melissa Blizzard presented MILA/PDL upgrades (refer to the attachment, MILA/PDL Upgrades).

B. The 4.3-meter antenna is being refurbished.  When complete, the 4.3-meter will function as a standalone system and will have autotrack and slave capabilities.  Testing will begin in May.  The 9-meter 2, antenna refurbishment is planned to start in early May 2003.  The estimated downtime is approximately 6 weeks.  .  The 9-meter 1, antenna refurbishment is planned to start in late June 2003.  The estimated downtime is approximately 6 weeks.

C. Work on the 9-meter 2 antenna will not start until the 4.3-meter antenna is fully operational.  Work will not start on the 9-meter 1 antenna until the 9-meter 2 is fully operational.  The 4.3-meter and 9-meter 1 antennas can support all phases of a Space Shuttle mission.  STA flybys have been requested for mid-August.  

D. A central Uninterruptible Power Supply (UPS) will be installed at PDL replacing the current distributed capability.  The UPS unit recently removed from GSFC, Bldg. 25.  Installation began on March 17 and will require approximately 2 - 3 weeks to complete.

E. The PDL radome has been replaced.

F. Quad helix Ultra High Frequency (UHF) lightening protection is being installed in two phases.  The installation will be completed in May.

G. The Multifunction Receivers (MFR) are being replaced.  It is becoming difficult to find replacement parts.  MILA has 10 MFRs.  PDL has 4 MFRs.  Two MFRs will be removed from each link at MILA and two will be removed from PDL.  The removed MFRs will be replaced with single-channel Microdyne Model DR 2000 digital receivers that will be used for telemetry.  The removed MFRs will remain at MILA for sparing.  Installation is scheduled for the September – October time frame.

H. The convolutional decoder in the Shuttle Launch Support System (SLSS) return link equipment and the Return Link Data System (RLDS) equipment is no long maintainable.  This is a single point of failure at PDL.  A bit sync with an internal Shuttle rate 1/3 decoder is being procured to replace these units at MILA and PDL.  Installation is scheduled for the October time frame.

I. The MILA Comm Tech Console (CTC) is being replaced.  Hardware integration is 70 percent complete.  The software delivery is expected in July 2003.

J. In November 2002, there were 72 open Discrepancy Reports (DR).  None were critical.  Twenty-five were fixed with a December 2002 software delivery.  Hardware and software engineers were on site to work 9 DRs and will return in mid-April.  The goal is to have completed all DRs by September.  

XI.
STATUS UPDATE FOR SSR’S

Mr. Gary Horlacher supplied a Solid State Recorder (SSR) status (refer to the attachment, Shuttle SSR Update).  Endeavour is the only vehicle to upgrade.  There are two ops recorder flights remaining.  Discovery will have SSRs on the next mission and Atlantis has SSRs already.

XII. ET TV

Mr. Gary Horlacher discussed the External Tank (ET) TV (no presentation was provided).  A Technical Interchange Meeting (TIM) was held last week.  For the return to flight, the only ET TV option available is the one currently in place.  There are four cameras left.  Long-term solutions are being investigated (relocation of the cameras).  A Solid Rocket Booster (SRB) solution would not be available until next year.  It was asked how the cameras would be funded as an operations solution.  The current communications funding was provided by PAO.  Mr. Gary Morse commented that a more permanent funding solution would have to be obtained.  Mr. Horlacher replied that funding solutions are being pursued.  Ms. Patricia Mattingly stated that there is no permanent requirement.

XIII.
MILA/PDL COMMAND LINE STATUS

A. Mr. Al Duany provided a MILA/PDL command line status (refer to the attachment, MILA/PDL Command Line, T-1 and T-3 Outages and Restoration Procedures).
Mr. Duany stated that there were command line problems during STS-113.  A troubleshooting procedure was developed.  The procedure covers Launch minus (L-) 8 hours to L-2 hours, L-2 hours to Launch, T-1 outages and restoration, and T-3 level restoration and protection.

B. During the L-8 hours to L-2 hours period, AT&T does not recommend a T-1 reroute, because there can still be Local Exchange Carrier (LEC) problems and AT&T cannot verify the route taken and/or if microwave hops ere involved.  AT&T will isolate the problem within 20 minutes and return the circuit to operations within a 2-hour period.  Mr. Duany noted that the circuit will no longer be referred to as prime and backup.  The circuit designation will be used.  Documentation will be updated to reflect this change.  This change has been coordinate with the Ground Controllers (GC) and
Mr. Robert Marriott stated that there was no issue with the change.

C. During the L-2 hours to Launch period, AT&T can perform a reroute on XX? of command channel and any other channel groups required on the T-1s that support the two lines between JSC-GSFC and GSFC-KSC.  AT&T will isolate the problem within 20 minutes and return the circuit to operations within a 2-hour period.

D. During one or more T-1 outages, AT&T will isolate the problem within 20 minutes and return the circuit to operations within a 2-hour period.

E. A protection path is spare AT&T Bandwidth (B/W) available between two points that can be manually or automatically switched by AT&T.  This is only performed at the T-3 level if there is complete outage or severe impairment and only if spare facilities are available between the two points.  Restoration of the service is based on priority.  In the event of a T-3 outage or severe impairment, special notification prior to placing the T-3 on a protective path cannot be provided by AT&T Oakton, VA.  This information is not available from the T-3 group in Rockdale, GA.  The comment was made that it is a problem not knowing when AT&T is moving the circuits around.  Some of the hits were caused by AT&T moving the circuits.  Notification is needed if the hits are caused by AT&T moving circuits, to know if the hits are explained or unexplained.  Mr. Kent Johnson stated that he thought this issue had been resolved; AT&T was providing notification.  Mr. Ted Sobchak commented that there is better feedback on the T-1 level than the T-3 level.  AT&T needs to report when it is known that hits will occur.

F. Mr. Marriott stated that there have been dropouts and the time to restore far exceeded two hours.  From an operations standpoint, what does the protected path provide and how is it determined what services go on the protected path?  Mr. Ken Johnson stated that all T-3 services are protected path.  When moving from a T-3 service to another T-3 service, the diversity plans ensures the service.  Mr. Sobchak remarked that NASA loses insight on the T-3 service.  Mr. Marriott stated that there is a larger concern than the problem on STS-113.  At times, intermittent problems have required 6-, 8-, and even 10-hour restoral times.  Mr. Sobchak stated that the situation seems have regressed to the time several years ago when the response time was not acceptable.  Response times had improved, but the problem seems to have arisen again.  Ms. Cheryl Dry was assigned an action item to develop an ops plan to use IP commanding at MILA to include normal ops, failover scenarios, test plan, schedule and transition (action item NSG-03/03-01).  Mr. Kent Johnson was assigned an action item to respond with notification when activity is to occur on T-3s that could impact Space Shuttle MIL/PDL CMD line mission support (action item NSG-03/03-02).
Mr. Ted Sobchak accepted an action item to meet with the AT&T SIT to review recent excessive network outages that exceed contractual agreements an action item to (action item NSG-03/03-03).  Mr. Marriott stated that there is recurring problem with the central carrier and the subcarriers.

G. Mr. Ed Lawless asked where these procedures will be documented.  Mr. Duany stated that the procedures will probably become Local Operating Procedures (LOP).  Mr. Al Duany was assigned an action item to report when the NISN documentation will be updated to reflect the troubleshooting procedures for the CMD circuit between GSFC, JSC, and MIL.  (Note-this item will be tracked in the HEDS Comm Working Group also) (action item NSG-03/03-04).  

XIV.
DRYDEN STATUS

Mr. Craig Griffith provided a Dryden status (refer to the attachment, Status of WATR Systems, C-band, S-band, UHF/VHF).  The C-band Data Enhancement System (DES) is being replaced by the Information Processing System (RIPS).  The RIPS evaluation is ongoing.  Formal validation and verification testing is scheduled for April.  Depot Level Maintenance (DLM) was completed in November 2002.  C-band supported STS-112, -113, and –107 since the last NSG.  The MFTS DLM was completed in November 2002.  The Triplex successfully supported the Communications and Navigation Demonstration on Shuttle (CANDOS) payload.  The Shuttle Data Processing System (SDPS) was modified to improve redundancy and the patch panel layout.  The NISN circuit upgrade for FM dumps was completed.  A 1024-kb/sec FM real-time data, data flow was successfully completed.  During L-1 for STS-113, problems with the SCD port 2 prevented the successful real-time flow of 1024-kb/sec FM real-time data.  Although not a major incident, requiring no more than several minutes to correct, it is a nuisance.  The comment was made that the problem probably was a misconfigured port.  Mr. Ted Sobchak accepted an action item to investigate the DFRC 1024-kb/sec port misconfiguration (SCD port 2) at GSFC and determine what done in follow up (action item NSG-03/03-05).  Future plans include the completing installation of the selectable transmit circular polarization upgrade for the MFTS, upgrading the camera system for the Triplex, and continuing to research alternative Data Quality Monitoring (DQM) options to upgrade from the Apple computer and Aydin frame syncs.  No new changes to the UHF systems were implemented.  No new changes to the VHF systems were implemented.  No new changes to the ISS comm. system were implemented.  

XV.
WSC LOR IMPLEMENTATION STATUS

Mr. David Theriault gave a WSC Line Outage Recorder (LOR) status (refer to the attachment, WSC LOR Implementation Status).  The WSC LOR subsystem is being replaced and upgraded.  The current LOR equipment is non maintainable and does not efficiently support recording of high-rate customers (50 Mb/sec).  As much as possible, Commercial-off-the-shelf (COTS) equipment will be used.  Automating the WSC LOR subsystem will reduce the need for user intervention and provide the capability to meet future requirements.  Vendor selection is complete.  The estimated equipment delivery date is September 2003.  The ADPE software delivery will lag behind the equipment delivery and extend beyond the Consolidated Space Operations Contract (CSOC).  Completion is scheduled for the summer of 2004.

XVI.
IDEA

A. Mr. Jeff Durham gave a presentation on the ISS downlink Enhancement Architecture (IDEA) project (refer to the attachment, ISS Downlink Enhancement Architecture (IDEA) Project).  The IDEA project is aimed at getting 150-Mb/sec data from the ISS to the end users while addressing other issues such as the Domestic Satellite (Domsat) carrier contract turn down.  The current ISS Ku-band return link data rate is limited to 50-Mb/sec due to the limitations of the ground systems.  The POIC has been authorized to redesign the Payload Data Services System (PDSS) front-end at MSFC.  IDEA will:

· Replace the current WSC to MCC-H/POIC 50-Mb/sec ISS Ku-band Domsat service and MCC-H/POIC-unique Front End Processor (FEP) equipment

· Increase Ku-band downlink rate from the current 50 Mb/sec to 150 Mb/sec

· Decrease data latency.

B. IDEA will be implemented in two phases.  Phase one will implement the terrestrial communications architecture to replace 50-Mb/sec Domsat service, feed existing MCC-H/POIC 50-Mb/sec FEP systems.  Phase 2 will implement common distributed processing architecture at WSC, transport MCC-H and POIC-unique components to specific facilities, at downlink rates up to 150 Mb/sec.

C. Mr. Durham reviewed the performance characteristics stating that they will meet or exceed current mission Ku-band return link requirements.  He noted an exception in the 2-hour maximum time-to-restore.  Mr. Robert Marriott asked him what the exception referred to.  Mr. Durham replied that it referred to the ‘last-mile’ of a routing ‘leg’.  This is the same type of problem that had been discussed in regards to WSC and local carriers.  Mr. Marriott asked if longer restoral times were now being allowed.  He asked if were documented what is required and what is allowed.  Mr. Ed Lawless stated that there is contract in place and it would have to be reviewed in reference to the ‘last mile’.  The issue is with the LECs.  Mr. Kent Johnson replied that there are no issues with MSFC and JSC, and that the last mile is some cases is actually much further.  It is challenge; the LECs have some problems.  Mr. Sobchak stated that the program has assumed some risk due to the cost.  Mr. Jay Lipford stated there is experiential recognition at work; we know the background.  We know that there is a problem in the last mile and it will take longer than 2 hours to restore.

D. Mr. Durham summarized:

· IDEA joint development provides a cost-savings opportunity with significant performance improvements, including Ku-band return link upgrade to 150 Mb/sec.

· While providing augmented service, IDEA does not impact/modify vehicle, IP, or payload user interfaces.

· There is low technical risk due to the use of COTS technology.

E. Mr. Robert Sutton gave a brief NISN IDEA activity overview (no presentation was provided).  Mr. Sutton stated that NISN is actively investigating lat mile issues.  Diverse routing is purchased into WSC.  In the case of Pathfinder, he could not say if it was diverse from IDEA.  IDEA has been handled like other procurements.  Requests for Proposal (RFP) were put out. However, there was a compressed schedule.  The NISN involvement was very straightforward.

F. Mr. Bob Gonzales gave a WSC (refer to the attachment, WSC Efforts for ISS IDEA Project).  The IDEA project requires hardware and software modifications at the White Sands Ground Terminal (WSGT) and Second TDRS Ground Terminal (STGT).  Phase 1 gets WSC to 50 MB/sec.  Mr. Gonzales reviewed several tasks that need to be accomplished, including installing Serial Data Processors (SDP) and patch panels, providing 6 dark fibers between WSGT and STGT for data transport, fabricating cables, and modifying the Data Interface System (DIS).  Phase 2 gets WSC to 150 Mb/sec.  Mr. Gonzales reviewed several tasks that need to be accomplished including installing Functionally Distributed Processors (FDP) in the IDEA racks at STGT, and fabricating and installing one IRIG-G interface per FDP.  WSC will perform project planning, develop an Engineering Change (EC) for WSC modifications, implement and test software modifications, document system changes by developing drawing updates, and provide maintenance support for ISS IDEA hardware.  NISN will provide and manage the Wide Area Network (WAN) Point-of-Presence (POP).  The IDEA project will control and status the IDEA system.  WSC and MSFC are in the process of developing their procedures.

XVII. DSMC OIP STATUS

Mr. Bob Gonzales provided a Data Services Management Center (DSMC) Operations Interface Procedure (OIP) status (no presentation was provided).  Procedures for the former Network Control Center (NCC) are being reviewed and incorporated as necessary.  A Draft is due by mid-June.  Mr. Ted Sobchak asked if a page-by-page review with JSC is required.  Mr. Gonzales stated that he did not know at this time.

XVIII.
HST COMMAND ENCRYPTION

Mr. Keith Walyus gave a Hubble Space Telescope (HST) command encryption presentation (refer to the attachment, De-encryption of the Orbiter Command Data Stream during a Joint Integrated Simulation [JIS]).  Mr. Walyus stated that a splinter session was held prior to the NSG and outstanding issues had been resolved.  As background, Mr. Walyus stated the issue.  The format of the Orbiter uplink during the JISs for all previous missions has been clear text.  Waivers were obtained for each of the previous missions allowing the data to be transmitted to GSFC in the clear.  JSC has been assessing whether a waiver will be granted to allow the transmission of clear text.  The options were: the HST project continues to use clear text transmissions for Servicing Mission (SM)-4, or if clear text cannot be delivered, the HST project wants the unencrypted HST command stream delivered to GSFC as TDRSS blocks.  The GSFC recommendation was grant another waiver for the clear text Orbiter uplink.  It is the most cost effective method.  It was decided to keep clear text as the future methodology.

XIX.
STATUS OF THE SPACE SHUTTLE’S USE OF THE RTS

A. Major Randall Moore provided a status of the Space Shuttle’s use of the RTS (refer to the attachment, Status Update:  Shuttle Use of the RTS).  The NASA/AF ‘Quid Pro Quo’ letter was worked on.  AFSPC/DO signed the letter on May 30 2002 and 50th Space Wing (SW) signed on June 4, 2002.  The AF will continue to support the Space Shuttle through Inertial Upper Stage (IUS) fly out.  The 50th WS/ NASA memorandum of Agreement (MOA) has been signed by the 50th SW and sent to NASA for final signature.  The MOA puts a final fixed date on the support.  In the splinter session held, it was discussed that the AF does not want to hold to a fixed date for support and would continue support if the IUS fly out date slips.

B. Onizuka Air Force Station (OAFS) was created from the earliest U.S. space programs and has a long and diverse 43-year history.  OAFS has supported both Space Shuttle and Deep Space missions.  OAFS has supported Launch and Early Orbit (L&EO), ‘Bent-Pipe’, and backup operations.  IUS (L&EO) has one remaining mission.  To date, the IUS has delivered over 13 billion dollars worth of assets to orbit.  Bent Pipe operations route TLM and CMDs using the AFSCN assets and has supported Space Shuttle, boosters (Delta and Titan), weather satellites (National Oceanic and Atmospheric Administration [NOAA] and the Geostationary Operational Environmental Satellite [GOES]), and TDRS.  The booster mission will cease in approximately 1 year.  This will eliminate proficiency opportunities.  Backup operations include contingency support for NOAA.

C. 21 SOPS support for Space Shuttle has been an average of 6 missions per year with 140 –180 supports/contacts per mission.  Two Mission Controllers, one Orbit Analyst, and 2 AF Flight Directors supported.  21 SOPS acted as the interface between NASA and the 22 SOPS for scheduling and NASA’s interface between OAFS and the RTSs.  Mission Unique Equipment (MUE) at the OAFS comprises 4 Programmable Telemetry Processors (PTP), 3 T-1 lines, and 13 voice nets between OAFS and GSFC.  There is no MUE at the RTSs.  The RTSs are being upgraded to be more automated.  

D. OAFS will be operational until approximately 2010 or 2012.  OAFS will provide a comm node.  The GPS, booster, and DSCS missions are ending.  The commercial support (including NASA) is being transferred.  NASA has projected support to end in the October with the end of IUS.  We expect IUS will slip until approximately 1 month after the MOA.  There are no specific plans for the NASA assets at this time.  It will depend on ACE and ProSEDS.  NASA needs to evaluate this issue.  When the time comes, how is the Space Shuttle support officially turned off?  The MOA is very specific, but a transition will be required.  The AF is looking at support for IUS plus 90 days.  Hopefully, this fits transition.  Major Moore stated that he would work this with the AF management.  The AF is looking at how to keep the Space Shuttle support.  One way is the use of the Multimission SOC.  A cost estimate is being estimated for use of the Multimission SOC.  

XX.
TDRS STATUS

Mr. James Bangerter provided a TDRS I/J status (refer to the attachment, TDRS I/J Status).  TDTS-I was launched on March 8, 2002.  A fuel tank pressurization problem was discovered on March 12, 2002.  A plan was developed to recover the spacecraft by bypassing the fail pressure valve.  Small burns were made to nudge the spacecraft to orbit.  Handover to WSC was conducted on October 15, 2002.  There is sufficient fuel for a 15-year life span.  All testing has been completed and the payload looks good.  NASA and Boeing Satellite systems (BSS) are working to close all actions and issues and concerns.  BSS has requested that NASA accept the satellite.  TDRS-J was launched in early December 2002.  There was an unexplained Spacecraft Comm Processor (SCP) toggle from SCP-1 to SCP-2 in December.  The toggle is back to SCP-1.  On-orbit testing began in January 2003 and expected to be complete in March 2003.  Preparations are underway for Level-6 testing.

XXI.
TDRS CONSTELLATIONOUTLOOK

Mr. James Bangerter presented a TDRS Constellation Outlook (refer to the attachment, TDRS Constellation Outlook).  Mr. Bangerter reviewed the current fleet and its age (e.g., TD1 is 20 years old, TD3 is 15 years old, TD5 is 12 years old).  The fleet is aging.  The first generation of satellites is F-1 through F-7.  The second generation of satellites is F-8 though F-10.  TD-7 is stored.  If required in the future, assets can be relocated to meet demand.  Legacy spacecraft will continue to b used as long as possible.  The second-generation satellites have additional capabilities that the customer will be able to use eventually.

XXII.
PATHFINDER PLAN AND SCHEDULE

Mr. Robert Sutton gave a presentation on the Pathfinder plan and schedule (refer to the attachment, Pathfinder Project Plan).  Pathfinder is collaborative effort between NASA and the DOD.  The initial implementation is an OC-3 service between WSC and JSC.  The intent is to utilize Pathfinder for Mission Critical services.  The effort is underway to gain knowledge on the ability of Pathfinder to provide Mission Critical services and test the Terawave boxes for support of high-rate ECL interfaces at WSC.  The Terawave boxes could support ISS data flows should the IDEA serial data packetizers not be on schedule.  The Terawave boxes could be used as a replacement for 50-Mb/sec Statistical Multiplexer (Stat Mux) hardware that has been identified as Non Maintainable Equipment (NME).  The units are in house and the testing looks good.  Plans are being finalized for testing over the WAN.  Mr. Sutton noted the BPX switches ate JSC.  Mr. Marriott asked who was paying for the hardware and what was the cost of upgrading the switches for Mission Critical support.  Mr. Robert Sutton and Ms. Michele Mascari were assigned an action item to identify any potential costs for work at JSC to install the Terawave equipment (BPX switches, etc.) (Note-this item will be tracked with the Terawave/Pathfinder working group action items also) (action item NSG-03/03-06).  Mr. Marriott noted that this work was not in the current JSC work plan.  On successful completion of the proof-of-concept and ISS WAN testing, the focus will shift to Space Shuttle 50-MB/sec Stat Mux replacement.  Transponder 5 liability expires in July 2004.  Identical Terawave boxes should meet all Stat Mux requirements.  Mr. Ted Sobchak stated that escalation and common processes are needed.  Mr. Sutton replied that POCs and circuits have been identified.  The NACAIT has an action to revisit analog requirements and look at alternatives.

XXIII.
AT&T SIT ORGANIZATION

Mr. Ed Lawless provided an AT&T Services Improvement Team (SIT) organization (refer to the attachment, NASCOM SIT Team Organizational Chart).  Mr. Lawless stated that he participates on the SIT and that there is a lot of diversity on the team in terms of its membership.  The Team includes representatives from BASA, DigitalNet, Honeywell, Computer Sciences Corporation (CSC), EER, Raytheon, AGS, and AT&T.  AT&T has representatives from Provisioning, Operations, Maintenance, and Sales.  The chart provides the names, locations, and telephone numbers for the representatives.  Mr. Lawless stated that he has request SIT participation at the Mission Communications Working Group (MCWG) in April.

XXIV.
NACAIT STATUS

A. Mr. Joe Aquino provided a NACAIT status (refer to the attachment, NACAIT Status [Items not already covered or that require more NSG attention]). 

B. Several options are being examined to keep science operations going should the MCC shut down for a period of 2 - 3 weeks.  Options include MSFC commanding to ISS via TDRSS, allowing S- and K-band TLM to continue (direct MSFC-WSC and MSFC-RSA-MSFC-WSC).  There are issues for network support (FDF/vector management, voice coordination, TDRSS scheduling, antenna management).  Messrs. James Bangerter and Bruce Schneck were assigned an action item to develop a support plan to enable ISS support from the MSFC BCC for services such as TDRSS and ISS vector management, TDRS scheduling, GCMR, UPD, voice, CMD/TLM, etc. (action item NSG-03/03-07).

C. An item of concern is ESA/NASDA Ka-band TDRSS support.  This support is not included in the current ISSTDRSS time allocation.  Issues to be worked include TDRSS scheduling, link management, barter/funding agreements.  ISS will have to negotiate more time of the IPs will need separate agreements with NASA HQ.  

D. An item of concern is the Space Shuttle high-rate transponder from WSC (Transponder 5).  The contract expires in 2004.  The transponder supports Space Shuttle high-rate payload and TV distribution from WSC; MSFC, GSFC, and JSC Stat Mux; Ground Network (GN) video, and ICE video.  SCDS is requiring the SSP to pay for the transponder and the program has only two requirements.  The other supports are probably not SSP requirements.  The program can save money by getting rid of the Stat Mux’s.  Mr. Sobchak stated that the Terawave boxes are an inexpensive method of eliminating the Stat Mux’s.  Mr. Aquino stated that the video requirements are being reviewed.  The PPOV at MILA is requirement that will probably remain, but cost the program 5 million dollars a year.  A less expensive approach is needed.  Mr. Gary Morse stated that there were ET TV discussions earlier and that TV requirements will probably only increase.  Mr. Aquino stated that there are a lot of groups working the Transponder 5 issues, but who is ultimately responsible.  The NACAIT will come up with the requirements.  Mr. Bill Manning stated that MSFC will be lead when the requirements are known.

E. The support from the Mission Support Rooms at HB and CP for STS is scheduled to be deleted, but have been kept up post STS-107.  What are the future plans?

F. The diversity of Mission Critical circuits, specifically the local carriers at the centers is a concern.  Personnel at the centers need to review their diversity.

G. An action item was passed to the SART regarding the notification process in the event of a hostile IT attack on Mission Critical circuits.  Does this need to be rethought?  This is actually an operations issue.  An action item was assigned to Messrs. Bill Wells and Bob Marriott and Ms. Michele Mascari to identify the security processes/procedures when a hostile IT attack occurs off hours on a real-time mission critical network and how is the GC and Flight Control Team made aware? (action item NSG-03/03-08).

XXV.
GUAM COMM INTERFACE UPGRADE STATUS

Mr. Robert Sutton gave a Guam comm. status (refer to the attachment, Guam Communication Upgrades).  CSOC/NISN was tasked to perform a study to make recommendations to improve the availability of GRGT to WSC communications.  Three T-1s are in place.  These circuits have a history of minor outages but have generally performed within CSOC/NISN specifications.  However, recently there have two major outages due to weather.  Orders were placed with AT&T for three new, redundant, diverse T-1s between GRGT and WSC.  The circuits have been configured and tested.  Single points of failure remain at the WSC end.  The circuits continue to traverse a common facility on Guam.  The circuits are not on common power.  The circuits are on a sonic ring and designed to reroute.  The carrier was told to make the circuits point-to-point and not go through any non-U.S.-controlled territories.  Messrs. James Bangerter,
Tom Gitlin, and Robert Sutton were assigned an action item to evaluate the potential to use new diverse circuits (B/W) from Guam to WSC to support digitized (low rate) Space Shuttle Channel-3 analog TV.  Determine the process to use channel-3 support when diverse path is used.  There are a total of 6 T-1s (NSG-03/03-09).

XXVI.
GN IP DIVERSITY

Ms. Michele Mascari discussed GN IP diversity (refer to the attachment, Shuttle MIL GN IP Commanding).  The requirement is two independent diversely routed command streams to MILA simultaneously.  The requirement is currently met using legacy circuits (JSC-GSFC-KSC).  Space Shuttle commands are transmitted to the CD&SC via IP network, but are not used.  A Triangle Diversity Study was conducted and it was found that the MSFC-KSC-GSFC triangle legs are not diverse.  No existing data flows on the MSFC-KSC-GSFC triangle have real-time mission requirements.  It would not be cost effective to implement diversity on the MSFC-KSC-GSFC triangle.  The proposal was made to use existing IP command path and legacy for backup.  This proposal offers several advantages: automatic router fail-over, additional B/W, and improved manageability.  Several actions are needed: develop high-level diagram; conduct initial telecons with the Network Operations Managers (NOM)/MILA; conduct conversations with JSC, MSFC, and other network elements; develop written operations plan; develop and execute a test plan.  Mr. Ted Sobchak commented that this proposal constituted a significant improvement.

XXVII.
IONET UPGRADES

Mr. Norman Reese reviewed IONet upgrades (refer to the attachment, IONet Upgrades).  The IONet Closed Nortel Router software is being upgraded.  The software will be upgraded to version 15.4.0.1 from the current version 12.03.  This version includes several ‘bug’ fixes.  IP Network Operations Center (NOC) sustaining engineers performed extensive software testing.  Testing was preformed to simulate the volume and quantity of IONet data flows and routes.  This testing has gone on for over 4 months.  A GSFC 290/NISN Operational Readiness Review (ORR) has been proposed.  Customers will be invited to the review, which is estimated will occur this summer.  An announcement will be made through the IONet briefing list.  Implementation plans will be modeled on the successful May 1999 upgrade.  The upgrade process will cause interruption to the data flows.  Several short network-wide ‘no-user’ windows will be scheduled.  There will be extensive coordination with Space Network (SN), GN, and DSN Scheduling.  There are 100 routers at 22 sites to be upgraded.  It will be necessary to upgrade Router flash memory prior to the software upgrade.  A briefing will be presented at the MCWG.  There will also be a replacement of 19 Nortel ASN Router chassis.  The project is scheduled to be complete March 27 with AGS as the last site.

XXVIII.
JSC E&M CONVERSION DEVICE STATUS

Mr. Richard Wegener gave a JSC E&M conversion device status (refer to the attachment, JSC E&M Conversion Device Status).  Testing was conducted on March 12 and 13 for 48 hours on 2 UHF lines to GSFC.  No spurious keying was noted during the test period with one exception.  GSFC Voice Controllers were notified as well as JSC Systems Engineering.  No further keying events were identified.  The E&M Conversion Devices are now considered operational.

XXIX.
WSMR STATUS

Mr. Furman Smith presented a WSMR status (refer to the attachment, White Sands Test Facility, Network Support Group Meeting).  The White Sands Space Harbor (WSSH) was undergoing a three-phase radio comm. upgrade.  Phases 1 and 2 are complete; however, funding in no longer available to complete Phase 3.  It is hoped that the funding will be returned.  The decision has been made to use voice recognition for keying.  Mr. Smith discussed the White Sands Missile Range (WSMR) UHF Quindar support.  The Cox Range Control Center (CRCC) communications infrastructure is entirely digital to the end user.  Operations transitioned from the existing RCC to the new CRCC.  Discussions were held on Quindar tones versus 2600-Hz or E&M keying.  NASA requested continued support of Quindar tones.  Equipment was installed and verified to support Quindar.  Mr. Dave Simonson was assigned an action item to provide data for UHF voice test with Salinas Peak following the relocation of the Quindar equipment at WSMR (action item NSG-03/03-10).  Mr. Smith also gave a Smartzone update.  The planned system infrastructure is complete.  The system coverage is better than expected.  Seven trunking channels replaced 22 NASA conventional channels.

XXX.
KSC STATUS

Mr. Tim Springstroh provided a KSC status (refer to the attachment, Shuttle Forward Link & Return Link and More).  A SODA task has been written to move the command and voice multiplexing to KSC for building the forward link and demultiplexing the return link from the Space Shuttle.  Installation is scheduled for July 04 and validation and check-out is scheduled for September 04.  Concerns and issues include: CSOC ends in March 04 and POCs for Delta Demodulation System (DMS) documentation.  Mr. Bob Marriott stated that there should be CSOC personnel with DMS experience.  Mr. Ted Sobchak asked if there is a transition plan for the end of CSOC.  Mr. Rod Thornton was assigned an action item to determine if the SODA task that covers the new KSC Space Shuttle forward link capability includes documentation, and transition planning (action item NSG-03/03-11).  

XXXI.
GRGT

Mr. Ted Sobchak discussed the GRGT (refer to the attachment, GRGT Availability Improvements).  In December 02, adverse weather at Guam disrupted the TDRS-3 SGL link and caused a station power outage, resulting in a TDRS-3 spacecraft emergency.  The Navy power generating station was significantly damaged and both NASA UPS systems were rendered inoperable.  Action has been taken to transition the UPS maintenance to an in-house responsibility vice the Navy.  Comm line redundancy is being implemented with and April 15 implementation date. A team was formed to work on additional recommendations.  NISN was requested to provide diverse comm routes WSC and GRGT.  NISN is moving forward with the implementation of three new T-1s.  

XXXII.
CANDOS DEBRIEFING

Mr. John Smith provided a Communications and Navigation Demonstration on Shuttle (CANDOS) debriefing (refer to the attachment, CANDOS Debriefing).  Mr. Sobchak stated that the CANDOS mission was an exciting mission with a great amount of GSFC involvement.  CANDOS has six experiments on board; TDRSS Communications, GN Communications, GPS Navigation, Onorbit Reconfiguration, Space Based Range Safety, and Mobile IP.  The CANDOS mission met all objectives.  The SWISI interface was used successfully.  This was an Educational Outreach experiment.  Ten different schools and organizations provided ‘test files’ for use during the experiment.  

XXXIII.
NEW ACTION ITEMS

The following action items were assigned at the March 2003 NSG:

NSG0-0/03-01
Cheryl Dry/GSFC/CSOC

ACTION:
Develop an ops plan to use IP commanding at MILA to include normal ops, failover scenarios, test plan, schedule and transition.

NSG-03/03-02
Kent Johnson/AT&T

ACTION:
Respond with notification when activity is to occur on T-3s that could impact Space Shuttle MIL/PDL CMD line mission support.

NSG-03/03-03
T. C. Sobchak/GSFC/NASA

ACTION:
Meet with the AT&T SIT to review recent excessive network outages that exceed contractual agreements.

NSG-03/03-04
Al Duany/GSFC/CSOC

ACTION:
Report when the NISN documentation will be updated to reflect the troubleshooting procedures for the CMD circuit between GSFC, JSC, and MIL.  (Note-this item will be tracked in the HEDS Comm Working Group also.)

NSG-03/03-05
T.C. Sobchak/GSFC/NASA

ACTION:
Investigate the DFRC 1024-kb/sec port misconfiguration (SCD port 2) at GSFC and determine what done in follow up.

NSG-03/03-06
Robert Sutton/MSFC/CSOC, Michel Mascari/GSFC/CSOC

ACTION:
Identify any potential costs for work at JSC to install the Terawave equipment (BPX switches, etc.).  (Note-this item will be tracked with the Terawave/Pathfinder working group action items also.)

NSG-03/03-07
J. Bangerter/GSFC/NASA, Bruce Schneck/GSFC/CSOC

ACTION:
Develop a support plan to enable ISS support from the MSFC BCC for services such as TDRSS and ISS vector management, TDRS scheduling, GCMR, UPD, voice, CMD/TLM, etc.

NSG-03/03-08
Bill Wells/NASA, Michele Mascari/GSFC/CSOC, Bob Marriott/ JSC/CSOC

ACTION:
What are the security processes/procedures when a hostile IT attack occurs off hours on a real-time mission critical network and how is the GC and Flight Control Team made aware?

NSG-03/03-09
J. Bangerter/GSFC/NASA, T. Gitlan/GSFC/NASA, Robert Sutton/ MSFC/CSOC

ACTION:
Evaluate the potential to use new diverse circuits (B/W) from Guam to WSC to support digitized (low rate) Space Shuttle Channel-3 analog TV.  Determine the process to use channel-3 support when diverse path is used.  There are a total of 6 T-1s.

NSG-03/03-10
Dave Simonson/ER

ACTION:
Provide data for UHF voice test with Salinas Peak following the relocation of the Quindar equipment at WSMR.

NSG-03/03-11
Rod Thornton/KSC/CSOC

ACTION:
Does the SODA task that covers the new KSC Space Shuttle forward link capability include documentation, and transition planning?
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Technical Interchange Meeting
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U.S.
United States

VHF
Very High Frequency

WFF
Wallops Flight Facility

WSC
White Sands Complex

ZOE
Zone of Exclusion
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In memory of STS-107's crew.





STS-113 Mission Patch





STS-112: Space Shuttle Atlantis heads to orbit following a liftoff from KSC. This is a view from a camera mounted on the ET
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