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Near Earth Networks Services





STS-131 ND Post Mission Summary
This report encompasses all Integrated Network events/passes supported during the STS-131 mission (4/04/10 to 4/20/10).  This report is derived from inputs received from the Integrated Network stations and other elements.

SN Support:

	
	Events
	Support Time

	STS-131 Mission Total
	612
	855:12:39


GN Support:

	Station
	Mission Total

	MILA
	62

	PDL
	1

	WLPS
	97

	WSSH
	1

	AGO
	66

	DFRC 
	71


C-Band Radar Support:

	
	STS-131 Passes
	ISS Passes

	Launch/Landing
	33
	N/A

	On-orbit
	178
	44

	Mission Total
	211
	44


AFSCN Support:

	Station
	NASA Requested
	AFSCN Requested

	BOSS A-B
	2
	0

	HULA
	17
	0

	REEF
	3
	0

	GUAM
	2
	0

	LION A-B
	18
	0

	Total (to date)
	42
	0


RTS Events/totals include pre-launch checks.
I. Activities

· Lift-off occurred at 5/1021Z (6:21 AM EDT)

· Supported External Tank TV via MILA, PDL, JDMTA and WGS from 

lift-off through LOS.

· Payload Bay Door opening occurred at 5/1152Z (7:52 AM EDT)

· K-band deploy occurred 5/1354Z (9:54 AM EDT)
· K-band failed self test following deploy; reported to be non-operational at 5/1354Z (9:54 AM EDT).
· Completed Wallops ET TV image file transfer to KSC at 5/1300Z (9:00 AM EDT).

· Completed ET TV image file transfers (MILA, PDL and JDMTA) to KSC at 5/1754Z (1:54 PM EDT).
· OBSS Survey completed at 6/1155Z (7:55 AM EDT), alternative plan developed to provide video for downlink via ISS link following docking.
· Conducted a special test with TD-171/WSGT at 6/1435Z (10:35 AM EDT) to evaluate STS K-band video.  Excessive noise on link prevented locking to video test pattern.

· Docking occurred at 7/0744.17Z (3:44 AM EDT).   
· MPLM installation was completed at 08/0424Z (08/12:24 AM EDT).
· EVA-1 started at 9/0530Z (1:30 AM EDT) and ended at 1155Z (7:55AM EDT).
· Successful WGS 2-way engineering pass on orbit 53 at 8/1743Z (1:43 PM EDT)
· Successful DFRC (ATF-1) 2-way engineering pass on orbit 54 at 8/1910Z
(3:10 PM EDT)

· Successful WGS 2-way engineering pass on orbit 68 at 9/1632Z (12:32 PM EDT)
· JSC advised a 1-day mission extension on 10/0949Z (5:49 AM EDT). 
· Successful DFRC (ATF-1) 2-way engineering pass on orbit 69 at 9/1759Z

(1:59 PM EDT).

· Successful MILA 2-way proficiency pass on orbit 69 at 9/1807Z (2:07 PM EDT).

· Successful MILA 2-way proficiency pass on orbit 84 at 10/1655Z  

(12:55 PM EDT).

· Successful WGS 2-way engineering pass on orbit 84 at 10/1657Z 

 (12:57 PM EDT).

· Successful DFRC (ATF-1) 2-way engineering pass on orbit 85 at 10/1823Z

(2:23 PM EDT).

· Successful AGO  (New XP PTP) 2-way engineering pass on orbit 86 at 10/2020Z 

(4:20 PM EDT).

· EVA-2 started at 11/0530Z (1:30 AM EDT) and ended at 1256Z (8:56 AM EDT).

· Successful DFRC (ATF-1) 2-way engineering pass with FM TV on orbit 100 101/1711Z (1:11 PM EDT).

· Successful MILA 2-way proficiency pass with FM TV on orbit 100 101/1720Z (1:20 PM EDT).

· Successful AGO (New XP PTP) 2-way engineering pass on orbit 101 101/1908Z (3:08 PM EDT).

· Successful DFRC (ATF-1) 2-way engineering pass on orbit 117 102/1913Z

(3:13 PM EDT).

· Successful AGO (New XP PTP) 2-way engineering pass on orbit 117 102/1934Z (3:34 PM EDT).

· EVA-3 started at 13/0614Z (2:14 AM EDT) and ended at 13/1238Z 
(8:48 AM EDT)

· Successful AGO (New XP PTP) 2-way engineering pass on orbit 137 104/0223Z (10:23 PM EDT).

·  Successful OCA 2Mbps BERT testing was performed with MILA, WGS and   

 DFRC circuits on DOY 104.  

· AGO (New XP PTP) supported a 2-way engineering pass on orbit 152 105/0112Z (9:12 PM EDT).

· Successful MILA, WGS and DFRC OCA 2MB End-to-End Dataflow Test to JSC on 105/1700-2000Z.

· AGO (New XP PTP) supported a 2-way engineering pass on orbit 168 106/0136Z (9:36 PM EDT).

· Undocking occurred at 17/1252Z (8:52 AM EST)

· K-band stow occurred at 17/1757Z (1:57 PM EDT)
· Comm string checkout to high frequency at 17/1757:06Z (1:57 PM EDT) and back to low frequency at 17/1932:29Z (3:32 PM EDT) 

· Undocking occurred at 17/1252Z (8:52 AM EST)

· K-band stow occurred at 17/1757Z (1:57 PM EDT)
· Comm string checkout to high frequency at 17/1757:06Z (1:57 PM EDT) and back to low frequency at 17/1932:29Z (3:32 PM EDT) 

·  FCS checkout occurred at 18/0741Z (3:41 A.M. EDT) 

· MILA supported L-1 day check on orbit 208 at 18/1348Z (9:48 AM EDT)
· DFRC supported L-1 day check on orbit 209 at 18/1525Z (11:25 AM EDT)
· Payload Bay doors closed at 19/0902Z (5:02 AM EDT)
· Wave-off nominal landing at 19/1257Z (8:57 AM EDT)

· Payload Bay doors opened at 19/1322Z (9:22 AM EDT)
· WSSH supported L-1 day check on orbit 224 at 19/1405Z (10:05 AM EDT)
· Payload Bay doors closed at 19/0902Z (7:50 AM EDT)
· De-orbit burn completed at 20/1203Z (8:03 AM EDT)

· EOM+1  landing at KSC at 20/1308:35Z (9:08 AM EDT)
· MILA terminated data to JSC at 20/1902Z (3:02 PM EDT)

· MILA released from KSC Post Landing Support at 20/2305Z (7:05 PM EDT)
II. Problems Reported during STS-131 (Resolved)

A. Space Network (SN):
	 
	1
	WSGT
	06/2238Z
	Orbit 24
	

	
	CDS 58347
	WSC reported errors from the DIS system that indicated loss of automatic failover capability.  Manual failover from DIS-A to DIS-B performed at 2322:39Z. No impact.

Update 4/13:  Closed to Master CDS 44638.

	
	
	

	 
	2
	 WSGT
	 12/1314Z
	 Orbit  103
	

	
	CDS 58416 
	Loss of UPD and GCMR capability. A CCS VAX System failover was performed and service restored at 1346Z.  Under observation. 

Update 4/15:  Closed to Master CDS 51667.

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


B. Ground Network (GN):
	
	1
	WFF
	04/0941Z
	ISS 1185  
	

	
	CDS 58357
	Wallops Range not transmitting low speed tracking data to JSC.  Low speed circuits were switched from GWAC to GRIW and JSC reported receiving data.  One minute data loss recovered by playback. GWAC VFTG circuit card reseated and a successful interface was performed with JSC.  Problem closed. 

	
	
	

	
	2
	LION-A
	05/1041Z
	Orbit  1
	

	
	MIR 100959003
	JSC reported hits on data at 1041Z followed by lock at 1044Z.  Post pass MESA reported this was an operator error.  The receiver phase setting had been incorrectly entered.  Closed to operator error.   

	
	
	

	 
	3
	WFF
	05/1140Z
	Orbit 2
	

	
	CDS 58358
	JSC reported not receiving low speed tracking data during interface checks. GBIW VFTG card reseated and data restored. No impact.  Problem closed.

	
	
	

	  
	4
	AGO
	07/0311Z
	Orbit 28
	

	
	CDS 58356
	GSFC/JSC unsuccessful command interface; unable to lock to CMD echoes.  No impact to real-time pass. Prior to pass the XP and NT PTP desktops were reloaded with negative results. Post Pass a successful command interface was performed with GSFC/JSC.  Under observation.
4/12 update: No problem found. Problem closed. 

	
	
	

	
	
	

	 
	5
	FDRC
	07/1331Z
	ISS 1219
	

	
	JCN 2010-

0980381
	JSC reported abnormal tracking data when FRCC initiated an STS track.  Playback exhibited same characteristics.  JSC NAV edited track for acceptable data.  Problem closed.

	
	
	

	 
	6
	MILA
	08/1742Z
	Orbit  53
	

	
	CDS 58382
	9M-1 red due to failed down converter.  Replaced and turned green at 2015Z.  No impact.  Problem closed.

	
	
	

	
	7
	WGS
	08/1800Z
	Orbit  53
	

	
	CDS 58377
	11-meter red for Left Hand Circular Polarization (LHCP). 

 STS is RHC.  No impact.  Info item only.  Problem closed.

	
	
	

	  
	8
	WFF
	10/1042Z
	Orbit  80
	

	
	CDS TBD 
	JSC reported hearing DOD Track on Site Coord with some distortion.  WLRC was reported as the source of the bleed-over and distortion.  WFF corrected problem at 1620Z by adjusting an overdriven amplifier.  PMDS 892728 closed.  Problem closed. 

	
	
	

	 
	9
	 WGS
	 13/0658Z
	 Orbit 125
	

	
	CDS 58432
	Support was aborted and rescheduled due to the antenna not being at the correct initial position. 2 minutes 36 seconds service loss.  Under investigation.

Update 4/13:  RCCA opened.  Suspect operator error. Under investigation. 
Update 4/23:  RCCA 715 assigned. Operator error. Corrective action in progress. Problem closed. 

	
	
	

	 
	10
	AGO
	15/0112Z
	Orbit 152
	

	
	CDS 58456
	Multi-frequency Receiver (MFR8) failed during the 2-way engineering pass. Switched to MFR7 to acquire lock.   

1 min 14 sec loss of OD data.  Under investigation. 

Update 4/16:  Output PC Board A17 card was replaced and tested. Passes successfully supported on MFR8. Problem  closed.  

	
	
	

	
	11
	 WSSH
	 15/1739Z
	 Orbit 163
	

	
	PMDS 894419
	Noise reported on the Track Coord and Landing Field Prime 1. Noise was due to the number of voice loops enabled exceeded WSSH radio system software limitations. WSC blocked the loops until needed for support. Under observation.
Update 4/27: WSC removed blocking plugs on 04/17 with no further issues.  Problem closed 

	
	
	

	 
	12
	PDL
	15/1857Z
	Orbit 164
	

	
	SER 612
	Site down until 2235Z due to a planned power outage to troubleshoot the commercial power breaker trip. No impact. Info item. PMDS 894396 closed.  Problem closed.

	
	
	

	
	13
	AGO
	16/0136Z
	Orbit 168
	

	 
	CDS 58468 
	Forward modulation was applied prior to transponder lock on the return link during the 2-way engineering pass. 3 minutes loss of OD data. Under investigation.

Update 4/28:  Operator error.  STS procedures were reviewed with operators.  Problem closed.   

	
	
	

	 
	14
	 DFRC
	 16/1900Z
	 Orbit 179
	

	 
	JCN 2010

1069114


	DFRC to CCAFS direct lines generating alarms.  Alternate circuit available for C-band high speed tracking data. AT&T replaced a blown power supply fuse at the central office and the circuit was restored at 17/1955Z.  No impact.  Problem closed. 

	
	
	

	
	15
	MILA  
	18/1347Z
	Orbit 208
	

	
	CDS 58481
	JSC did not receive high speed and low speed tracking data during L-1 day check.  Operator error.  RCCA-000717 opened. Under investigation.

Update 4/18:  MILA Landing Mission Support Plan was updated to instruct operators to perform a tracking interface with JSC.  Ops personnel were briefed.  Problem closed. 


C. NISN:
	
	1
	NISN
	05/0407Z
	Pre-Launch
	

	
	PMDS 890541
	Noise reported on the MCC Coord VSS Channel.  Alternate make good established and will remain in place until after WOW.  Under observation.

Update 4/27:  Channel 77 was restored and no further issue incurred. Problem closed.    

	
	
	

	
	2
	NISN
	05/1328Z
	Orbit 3
	

	
	PMDS 890621
	OC-3 between GSFC and STGT took a 34 second hit.   RFO, high level facility hit on the AT&T Network in Saint Louis, Missouri. The LSP’s rerouted and were restored to normal on 06/0122Z.  No impact.  Problem closed at 06/1955Z.

	
	
	

	 
	3
	GSFC
	08/0844Z
	Orbit 48
	

	
	PMDS

891998
	JSC reported a hit on the Maintenance Channel.  Closed IONET FDDI Ring at GSFC took a 34 seconds hit.  Backup concentrator failed which affected the prime concentrator ability to pass traffic.  CPU card replaced in the backup concentrator.  Restored at 1340Z.  Problem closed.

	
	
	

	 
	4
	NISN
	10/2325Z
	Orbit  88
	

	
	PMDS 892745
	GNOM reported sporadic noise on Shuttle Support Coord. GSFC VTO isolated noise to a bad switch card between VSS and MOVE.  Conference broken down and forced to a different path to restore service at 2331Z.  Problem closed.

	
	
	

	 
	5
	JSC/MSFC
	10/2336Z

12/2115Z
	Orbit 88

Orbit 119
	

	 
	PMDS

892744
	AT&T reported errors on the DS-3. Services were alt-routed to a secondary path.  Dribbling errors were on the local exchange carrier in Katy, TX. 
Update 4/12: Unknown reason why errors ceased.   DS-3 was normalized at 2330Z.  Problem closed. 

	
	
	

	 
	6
	MILA/PDL
	13/1748Z
	  Orbit 132
	

	 
	PMDS 893564
	T1 Down. TMS Node 19 reset at PDL restored the T1 at 14/1314Z.  No impact.  PMDS 89354 closed. 

	
	
	

	 
	7
	GSFC/STGT
	14/0839Z
	Orbit 142
	

	
	PMDS

893754
	OC-3 took a 31 second hit due to Planned Cable Intrusion (PCI) activity. Services rerouted to secondary LSPs.  No impact. Under observation. 

Update 4/16: LSPs normalized at 16/0042Z.
Update 4/17: Problem closed at 2044Z.

	
	
	

	 
	8
	 NISN
	 14/1749Z
	 Orbit 148
	

	
	PMDS 893990
	Noise reported on Site, Track, Mission Comm and TN Coords.  Noise cleared at 1752Z while WSC and VTO were investigating. Reason unknown. 

Update 4/16: Problem closed at 2343Z.

	
	
	

	 
	9
	GSFC/AGO
	16/0401Z
	Orbit 170
	

	
	PMDS

894460
	Circuit down and back up at 0408:46Z.  RFO unknown. No impact. Under observation.

Update 4/17: Problem Closed.

	
	
	

	 
	10
	GSFC/DFRC
	18/0355Z
	Orbit 202
	

	
	PMDS 894876
	Unscheduled power outage at DFRC caused two Ethernet bundles to go down for 16 minutes 57 seconds. No impact.  Problem closed after observation period.

	
	
	

	
	11
	JSC/WSC
	18/1911:39z
	 Orbit 211
	

	 
	PMDS 894902

CDS 58482


	DS3 bounced and LSPs alt-routed due to a fiber cut at the Local Exchange Carrier (Quest), Las Cruces, NM.  JSC reported a 1 minute 16 second loss of recoverable data.  STGT DIS alerted loss of the FWD from 1912:18Z to 1912:50Z. LSPs normalized at 18/2323Z.   Problem closed post landing. .


D. Other:  None
III. Problems Reported during STS-131 (Unresolved)

A. Space Network (SN):
	 
	1
	STGT
	04/0056Z

07/1020Z

08/1300Z
	Pre-launch

Orbit 32

Orbit 50
	

	 
	CDS 58316

CDS 58353

CDS 58375
CDS 58435
	MDS-1 voice system operating intermittently causing echoes on multiple voice circuits. STGT performed numerous MDS resets and a Card Cage Assembly reset.  System restore at 0404Z.  PMDS 890493 closed.  Under observation. 

Update 4/7: System down at 07/1020Z.  Reloaded files and replaced Summing Concentrator Cards to restore voice at 1631Z.  PMDS 891551 closed.  Under investigation.

Update 4/8: GSFC NIC and JSC reported an intermittent noise on TN Coord.  Goddard Voice reported noise originated at STGT.  No impact to support.  Under investigation.
Update 4/13: Noise reported on TDRS-3. Under investigation. 
Update 4/15: CCA reset restored service. CDS 58316 closed.
Update 4/27:  No further issues on the TN Coord. CDS 58375 closed.   CDS 58353 and 58435 remains open.

	
	
	

	
	2
	WSGT/STGT
	07/1744Z
	Orbit 37
	

	
	CDS 58359
	DIS alerts indicated S-FWD OTU was not resetting as fast as expected.  No impact to support.  Subsequent event was nominal.  Under investigation.

	
	
	
	
	
	

	**
	3
	STGT
	08/1524Z
	Orbit 51
	

	
	CDS 58374

PMDS 892299
	WSC configured for a customer test on the Low Rate Data Switch (LRDS) maintenance channel that caused the MDM bandwidth to be exceeded.  Impacts were 6 minutes 31 seconds loss of STS forward and return data (recoverable).  Under investigation. 

IFA STS-131-6-001

	
	
	
	
	
	

	
	4
	 GRGT
	 13/1235Z
	 Orbit   128
	

	
	CDS  58436
	JSC reported intermittent drops in the data during TDRS-275 events.   A failover from SGLT6 SSA2 Chain A-side to B-side resolved the issue.  No data loss.   Under investigation.  


B. Ground Network (GN):
	 
	1
	DFRC
	09/1133Z
	Orbit  65
	

	
	DR 1829
	ATF-2 red due to low output power on HPA 1 and 2.  Pass successfully supported on ATF-1.  A dielectric in the type-N bulkhead connector failed and was replaced restoring 

ATF-2 uplink. Successfully supported orbit 111 as prime on 12/0956Z. Under observation.

Update 4/15: ATF-2 uplink system faulted at 15/1552Z.  Under investigation. 

	
	
	
	
	
	

	
	2
	DFRC
	19/1404Z
	Orbit 224
	

	
	DR 1831
	JSC reported not receiving blocks on CD1 port 2 and 3.  DFRC switched data to DARS2/CD2 and JSC reported seeing OD data.  FM Dump data was recorded on site, but not needed due to dump taken through MILA. Subsequent pass successfully supported on DARS1/CD1. No impact.  Under investigation. 


C. NISN:
	
	1
	JSC/GSFC
	18/0540Z
	Orbit 203
	

	
	PMDS 894875
	Intermittent hits on the Frame Relay T-1 into JSC which provides timing to the RAD channel banks through the Timing Distribution Unit (TDU). Errors cleared at 0734Z and reappeared at 0947Z.  JSC power cycled the TDU at 1116Z. Services error free since 1300Z.  Under observation. 

	
	
	
	
	
	

	
	2
	GSFC/KSC
	18/0622Z
	Orbit 203
	

	
	PMDS

894880
	MILA observed sequence errors on prime and backup command lines at 0622Z, 0734Z and one on the prime at 1121Z.   Suspect problem attributed to PMDS 894875 issue.   No reported impact. Under investigation.

	
	
	
	
	
	

	
	3
	GSFC
	19/0112Z
	Orbit 215
	

	
	PMDS 894916
	MOVE Megaplex 2100 down affecting T-1’s between the switch and VSS/VDS causing loss of comm between NIC and AGO on Site Coord. Common logic card “A” was unseated making card “B” prime and restoring comm at 0145Z. Card 
“A” to be replaced. Under investigation.

Update 4/20: Card “A” replaced and configuration nominal at 19/1530Z.  Under observation.


D. Other: None
1
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** Denotes an In-Flight Anomaly
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