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INTRODUCTION

Mr. Toni Deboeck convened the September 27, 2006, Network Support Group (NSG) Johnson Space Center (JSC) Navigation (NAV) splinter session to discuss C-band tracking issues.
MEETING DISCUSSION

A. Background.  Mr. Deboeck stated that during STS-121/-115 there was a higher than usual number of issues with C-band tracking data.  The question was raised as to how the conclusion was reached; what numbers/data was used.  Ms. Carolyn Propst accepted an action item to provide the data from previous flights that were used for the basis of the conclusion that the STS-121/-115 had higher than usual issues (action item NSG NAV-0906-01).  (Editor’s Note: JSC provided a document that is a compilation of the Tracking Data Feedback information that JSC Navigation has maintained.  The data starts with STS-84 and continues through STS-115. There are a few flights for which the tracking data feedback could not be located.)  Several major issues were experienced: Data Routing issues, Site Issues, and Network Communications issues.  Additional minor issues were experienced as well.
B. Data Routing Issues
1. Data not received in real time.

a) There were data drops for extended periods of time, followed by a rapid burst of data.  This problem was experienced on STS-121 and STS-115.  It is believed that the problem is caused by the TDS.  Some of the problems were resolved by switching from TDS-A to TDS-B.  Ms. Lesley Rahman stated that Mr. Shawn Belton believes the problem may be with the Statistical Multiplexer (Stat Mux).  Ms. Propst stated that JSC does not believe that the problem resolved by clearing the stat mux has the same signature as the problems cleared by switching the TDS.  Mr. Belton asked if JSC has received all the data.  Ms. Propst replied that JSC would receive no data and then within 5 seconds, there would be 60 or 70 frames.  Mr. Belton stated that the problem could not be duplicated after STS-121.  After the DFRC incident, NISN did TDS delogs.  It could be seen where the data was processed and there was a burst.  A new terminal server buffering had been installed.  This should not cause the problem, but is being looked at in addition to taking a look at the software.  When the TDS was switched, it may have flushed the terminal server buffer.
b) Ms. Rahman stated that it helps the NASA Integrated Services Network (NISN) if the problem is reported in real time not 24 hours later.  Ms. Propst asked who the appropriate person to report to is.  Mr. Jerry Wolfe stated that if the Data Flow Engineer (DFE) or NAV sees a problem, they report the problem to the Eastern Range (ER).  Comm is then asked to take a look.  The Comm Mgr is called if required.  Mr. Wolfe stated that other problems are reported to GSFC TRK or the GSFC Network Operations Manager (NOM).  Ms. Rahman stated that it may be better to report to the Shuttle Mission Manager (SMM), who is on console 24x7.  Ms. Lesley Rahman accepted an action item to identify the appropriate GSFC position for the ER to report communications issues (action item NSG NAV-0906-02).  (Editor’s Note: It was determined at the meeting that problems should be reported to the GSFC SMM.)
2. KPTC Routing.  During STS-121, a circuit was down for 19 minutes and a real-time pass was lost.  During STS-121, a circuit was down between the Western Range (WR) and GSFC for approximately 10 hours and 4 real-time passes were lost.  Mr. Wolfe reported that there was a problem with the Low Speed Data (LSD) computer at Kaena Point.  A configuration problem was not cleared until STS-115.  Once the problem was cleared, other issues (header and comm issues) were resolved as well.  It is believed that this was the problem on both flights and was never fully resolved until STS-115.
3. ASCC Routing.  During STS-121, a circuit was down for 49 minutes and a real-time pass was lost.
C. Site Issues
1. KPTC.  During STS-1221, there were problems with the playbacks; playback files could not be located or playback data was unavailable due to a recording problem at the site.  During STS-115, there was a data formatting issue that caused the lines to shut down.  There was a mechanical coupler problem.  There was an instance when initially locked on the International Space Station (ISS), and then the site acquired the Orbiter, both azimuth and elevation angles were biased.  
2. ASCC.  During STS-121, a playback was unavailable due to a console mis-configuration.  During STS-121, transmitter issues resulted in partial loss of passes.  During STS-115, 11 passes were unsupportable due to computer problems on the site.  The site did come up, but did support during the middle of the flight.  Mr. Wolfe reported that the site replaced a computer.  Once a card was replaced the computer worked properly.  

3. Wallops.  During STS-121, the data frame did not increment correctly at day rollover.  During STS-121, WLPC and WLRC radars were down for approximately 5 hours.  Mr. Wolfe stated that there were problems at WLRC due to water intrusion.  
4. Dryden Flight Research Center (DFRC).  During STS-121, the day of year did not increment properly in the playback data.  Ms. Propst stated that the rollover issue was experienced before at DFRC and fix was implemented; this problem had the same signature.  During STS-115, FRCC radar had distribution amp issues.  During STS-115, there was a Data Enhancement System (DES) issue that resulted in the loss of real-time and playback data.  
5. ANTC

a) During STS-121, a timing hit at the beginning of he pass resulted in the loss of real-time and playback data.  During STS-121, a one-second timing bias was observed.  During STS-115, an incorrect elset was used for acquisition on ISS.  During STS-115, a pass was not on the scheduling message sent from DOD TRK to the radar sites.  The site was unable to support.  Mr. Wolfe stated that the unscheduled pass was an oversight on his part.

b) Mr. Wayne Hendley stated that during STS-121 and STS-115, it was his impression that there were issues when the sites first came up, but then the issues were resolved as operations proceeded.  Mr. Wolfe stated that during STS-121, three ISS passes were missed and data was lost.  This has placed a spotlight on the radar support.  There is nothing different in how the sites support ISS and Space Shuttle.

c) Mr. Jim Bangerter asked if the other customers of the radars are being heard from, or are the ISS and Space Shuttle programs more critical.  Mr. Wolfe started that the other customers are more one-pass customers.  Their setups are the same for launch and orbital.  Mr. Wolfe commented that NASA sites have multiple resources while range sites have one radar and that amplified any failures.  He commented that he will work on how to get the sites better prepared.  Mr. Mike Gawel stated that discussions have been held with the Instrumentation Manager.  Mr. Joe Aquino asked how this discussion could be elevated.  Ms. Rahman asked if the sites have metrics on their support.  Mr. Aquino stated that the requirement is for support and not metrics and that metrics have never been supplied before.  Mr. Robert Jones stated that DFRC does keep metrics.  Mr. Wolfe replied that there are metrics, but stated that the sites are meeting their overall metrics, but he is not happy with their performance.  
d) Mr. Wolfe stated that he will review the requirements.  He stated that there are issues, but he is not convinced that there is the type of problem that may be perceived by the customer.  Mr. Aquino stated that there is a perception that performance has degraded.  Ms. Propst stated that the STS-115 requirements were met, but that STS-121 support was an issue.

e) Mr. Bangerter noted that there was a period of time between STS-107 and the next flight.  Mr. Bruchmiller stated that there was a readiness prior to STS-114 and there were not problems.  There was also a readiness test prior to STS-121 and that test went well.  
D. STS-114 Ascent/Entry

1. Mr. Bruchmiller stated that a data loss was experienced due to a timing issue with the FOV1 system.  This loss was mitigated by a workaround.  FOV1 can be switched to the DSRD if necessary.  The 20 percent dropout data loss was experienced only once.  FOV1 documentation has a schedule for fixes, but it is not known when the fixes will be implemented.

2. Mr. Deboeck asked if there is a timeline for the FOV1 fixes.  Mr. Gawel started that it will be a long time; no earlier than 1 year.  There is a requirements process that has to be followed.  Mr. Bangerter replied that is beyond 1 year at this time that this problem has been in work.  Mr. Bangerter stated that perhaps the Air Force does not understand the importance of this requirement; it could become a launch hold issue.  Mr. Gawel stated that the importance is stated in the work request.  Mr. Mike Gawel accepted an action item to provide a status and cost estimate for the FOV upgrade (action item NSG NAV-0906-03). 
3. Mr. Bruchmiller stated that there was a problem at Wallops with the ascent data.  JSC applies a refraction correction.  On STS-114, the data was received with the correction applied.  JSC has since turned its correction off.  The refraction problem will affect the December state vectors.  Mr. Bangerter asked if the DSRD would be used vice FOV1.  Mr. Bruchmiller replied that the DSRD has the same refraction issue.  There would not be a launch scrub unless there is a problem with both FOV1 and the DSRD.  The DSRD is not used as a backup on entry; it is not designed for that.  The priority is the FOV1 fix.  The ER is waiting for a major software drop before applying the fixes.  The possibility of an in-house fix has not been looked at.  Theoretically it would require taking out the refraction correction that FOV1/DSRD applies and then applying the refraction correction at JSC.  This has not been discussed in the past.  It would have to be evaluated to see if such a fix would be cost effective.  Mr. Tom Bruchmiller accepted an action item to determine the feasibility/cost of implementing a JSC in-house temporary software fix for the refraction correction problem (action item NSG NAV-0906-04). 
E. Network Communication
1. Goal.  Communicate tracking issues in order to provide timely resolution and avoid impacting mission support.
2. Real-time communication.  The path for reporting problems is: JSC NAV to the DFE, to DOD TRK and to the GSFC SMM.  Mr. Wolfe stated that the ER talks to the sites.  If there is wait on data, the Comm Mgr needs to be involved.  Once responsibility for the problem has changed, the problem should be reported to the SMM.  Mr. Mike Marsh commented that when he was polling the GSFC SSM for the network status, he did not always get the C-band status.  Mr. Melvin Calhoun suggested that the information be included in the shift briefing.  Mr. Wolfe asked that the SMM have the TRK COORD up.  Mr. Bangerter reiterated that the SMM is the POC for reporting the problems.  Mr. Wolfe commented that the JSC NAV report is very helpful to him.  Ms. Propst stated that JSC NAV intends to continue to send the report.  The report is a daily summary from the JSC NAV perspective.  It is a joint report with the DFEs and JSC NAV.  Mr. Wolfe stated limited distribution of his report was helpful as well.  
3. Network feedback on tracking issues.  JSC NAV received the daily Network Director’s (ND) report.  JSC will show problems closed.  Mr. Bangerter stated that he wants to see any ‘negatives’.  If there are no reports, then he will assume there are no issues.
4. Tracking and resolution of issues.  Mr. Deboeck stated that JSC NAV sends the Mission tracking Summary report and that the distribution for that report has been expanded.  Tracking issues need to be followed up on.  Ms. Rahman stated that there is the Post Mission review (PMR).  Elements respond to the PMR and send in updates.  There is also a Human Spaceflight (HSF) composite action item list that is distributed weekly.  The comment was made that it could be helpful to post the composite action item list online.  Ms. Lesley Rahman and Mr. Jim Bangerter accepted an action item to explore the feasibility of posting the HSF Composite Action Item list online (action item NSG NAV-0906-05).  Mr. Bangerter stated that issues and action items are identified in the Operational Readiness Review (ORR) as well.  Elements provide updates to the ORR.  Ms. Rahman stated the elements also have their own discrepancy reporting procedures.  Ms. Rahman stated that JSC NAV can be added to the distribution of some of these reports.  Ms. Lesley Rahman accepted an action item to provide JSC NAV with a list of standard email products that go out from GSFC and the purpose of each, so that JSC NAV can determine if JSC NAV needs to be added to the products distribution (action item NSG NAV-0906-06).  
5. Ms. Propst stated that the overall message to the Techniques Panel is that STS-115 was much better.  Mr. Bangerter stated that recommendations should be made to the panel.  Ms. Propst stated that radar support should begin at L-30 hours.  Mr. Wolfe stated that this can be done for STS-116, but if it is done and it is successful, it will be very difficult to pull back from L- 30 hours in the future.  Mr. Bangerter stated that L-30 hours involves additional hours and therefore additional costs, but it worked well.

F. Other
1. Kwajalein.  Mr. Wolfe noted that JSC NAV requests one radar versus another.  Mr. Wolfe stated that KMRC is more readily available than KMAC.  Ms. Propst stated that it is due to restriction issues.
2. Year End Rollover (YERO).  The Space Shuttle is not designed to fly over the year end.  If the mission goes as scheduled on December 14, the MTUs will roll over to day 1 on December 31 and the general Purpose Computers (GPD) will not.  (Editor’s Note:  The Space Shuttle mission was subsequently rescheduled for December 7, 2006.)  There is a procedure in place for the YERO.  Testing will be conducted with the Shuttle Avionics Integration Laboratory (SAIL) on October 26, 2006.  The SAIL has all the Space Shuttle onboard avionics with which to test.  Testing has been conducted before, but not with the network.  Ms. Propst asked if YERO will be an issue for the flight Dynamics Facility (FDF).  Mr. Jim Cappellari replied that it will not; FDF supports other users who have this every year.  Mr. Bangerter stated that there could be issues at the White Sands Complex (WSC).  Mr. Marsh stated that JSC is inviting network elements to participate in the testing.  It may not be necessary for MILA (unless the KSC RPS sites participate) and Wallops to participate; JSC will generate the data.  Any element that generates or stores data may want to take this opportunity to participate with JSC.  The end users of the ER data may also want to participate.  Teleconferences will be organized.  Mr. Bangerter stated that Mr. Melvin Calhoun and Ms. Cheryl Smith are the network testing POCs.  Mr. Marsh stated that he and Ms. Rebecca Marsh are the POCs at JSC.  Ms. Rebecca Marsh stated that Messrs. Mike Blum, Gary Dempsey, Bob Gonzales, and Ms. Rene Hart and Monique McLamb should be added to the list.
ACTION ITEM REVIEW

The following action items were assigned at the NSG JSC NAV splinter session:
NSG NAV-0906-01
Carolyn Propst/JSC/NAV

ACTION:
Provide the data from previous flights that were used for the basis of the conclusion that the STS-121/-115 had higher than usual issues.

RESPONSE:
JSC provided a document that is a compilation of the Tracking Data Feedback information that JSC Navigation has maintained.  The data starts with STS-84 and continues through STS-115. There are a few flights for which the tracking data feedback could not be located.

NSG NAV-0906-02
Lesley Rahman/GSFC/HSF
ACTION:
Identify the appropriate GSFC position for the ER to report communications issues.

RESPONSE:
It was determined at the meeting that problems should be reported to the GSFC SMM.

NSG NAV-0906-03
Mike Gawel/ER

ACTION:
Provide a status and cost estimate for the FOV upgrade.

NSG NAV-0906-04
Tom Bruchmiller/JSC NAV
ACTION:
Determine the feasibility/cost of implementing a JSC in-house temporary software fix for the refraction correction problem.
NSG NAV-0906-05
Lesley Rahman/GSFC/HSF, Jim Bangerter/GSFC/NASA/ND

ACTION:
Explore the feasibility of posting the HSF Composite Action Item list online.

NSG NAV-0906-06
Lesley Rahman/GSFC/HSF

ACTION:
Provide JSC NAV with a list of standard email products that go out from GSFC and the purpose of each, so that JSC NAV can determine if JSC NAV needs to be added to the products distribution.
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