SUBJECT:
Wide Area Network Replacement (WAN-R) Meeting

DATE:
March 28, 2006
LOCATION:
Regents Park III (Room 212c), Houston, Texas
TIME CONVENED:
9:00 a.m.
TIME ADJOURNED:
10:00 a.m.

I. ATTENDANCE

	Last Name
	First Name
	Email Address
	Affiliation
	Telephone

	Babirak
	Louise
	Louise.Babirak@qwest.com
	Qwest
	703-363-3044

	Bernal
	Edward
	ebernal@mail.wsc.nasa.gov
	WSC
	505-527-7102

	Dixon
	Paul
	paul.e.dixon@msfc.nasa.gov
	NISN/MSFC
	256-961-9359

	Finney
	Joe
	Joe.A.Finney@nasa.gov
	MSFC/ Unites/NISN
	256-961-9443

	Ford
	Ron
	Ron.Ford@nasa.gov
	NISN/MSFC
	256-544-5049

	Kort
	Larry
	lkort@pop400.gsfc.nasa.gov
	SGT/GSFC
	301-286-6538

	Levitt
	John
	John.S.Levitt@nasa.gov
	KSC/Unites/NISN
	321-867-7776

	Richeson
	Anne
	Anne.Richeson@qwest.com
	Qwest
	703-363-4274

	Storey
	Scott
	scott.storey@nasa.gov
	JSC
	281-244-2485

	Thompson
	Craig
	craig.thompson-1@nasa.gov
	JSC/NOIT
	281-483-0241

	Turner
	Michael
	Michael.S.Turner@nasa.gov
	MSFC
	256-961-9397

	Wright
	Kimberly
	Kimberly.A.Wright@nasa.gov
	NISN/MSFC
	256-544-0936


II. Introduction
Mr. Michael Turner (MSFC) convened the meeting to discuss the Wide Area Network Replacement (WANR).
III. Meeting Review

A.
Mr. Turner reviewed the project lifecycle.  The baseline services on the ATM network were completed in March 2006.  All equipment is currently out in the field and powered up.  Regarding requirements, most requirements received since the original WANR design have been accepted with minimal changes.  There have been some major additions to the Network, the biggest being the GSFC to Chicago 300-Mbps link for EOS.
B.
Mr. Turner stated that a lot of requirements have been added to the Network, but there have not been any major circuit upgrades to date.  At this point, it has been deemed that the OC192 core is not required.

C.
There have been no changes to the Network topology since the System Acceptance Review (SAR).

D.
The System Acceptance Test Set (SATS) has been completed.  The Operational Readiness Test Set (ORTS) will begin shortly.  This will occur once all circuits are implemented.
E.
Mr. Turner noted that there were 11 SATS Discrepancy Reports (DRs).  All 11 have been closed.  One DR was re-opened as an Operational Readiness Test Set (ORTS) DR.  This DR pertains to a hardware/software incompatibility with the server Perl script version.

F
Mr. Turner stated that the RPR scenario was tested with and without latency.  Core lambda circuits under 50 percent utilization were failed.  The only frame loss experienced was what was on the wire when the circuits failed.  In the grand scheme of things, this loss is very insignificant.
G.
Mr. Turner stated that the RPR class of service was tested by overloading one of the SONET-24 signals of the RPR, forcing it to choose which traffic to deliver through the Network.  As expected, high-priority traffic was delivered while low-priority traffic was dropped.
H.
Mr. Turner discussed Layer 3 (IP/MPLS) test results, noting that it was difficult to test failures in this scenario due to the RPR masking all failures within the core.  It was possible to test MPLS LSP alternate paths within the regions, because there is no RPR protection there.  Also, when using the MPLS Layer 2 VPNs, it was possible to really highlight the separation of service.  Mr. Turner noted that he has charts that show the test results, and he would be willing to forward them to interested parties.
I.
Mr. Turner reviewed a WANR Network Management chart with attendees (refer to presentation).  The chart shows how much complexity there is within the Network Management system.  There have been some upgrades made (new servers, etc.).

J.
Mr. Turner reviewed WANR design changes.  By implementing RPR port-based load balancing, it is possible to determine beforehand which way traffic will go around the ring.  This allows for traffic to be steered in a desirable direction.  Also, the Layer 2 Class of Service (802.1 bit) was implemented.  Within the MPLS infrastructure, a primary and secondary path has been defined.  A third path (“however it can get there” path) has also been implemented.  This path allows data to be re-routed at a much lower rate when the primary and secondary paths fail.

Mr. Turner discussed Layer 2 point-to-point VPNs, noting that a technology called VPLS was originally used.  However, there was an 800-Mbps hardware limitation with VPLS.  Point-to-point VPNs were implemented to overcome this limitation.  The point-to-point VPNs also enhance network monitoring and configuration granularity.

At this time, a GPS Stratum 1 timing source is implemented at every center except KSC.  Line timing is being used as a secondary source.  There is a Stratum 3 holdover on every node which is upgradeable to Stratum 2, if needed in the future.  This will allow for additional resources to troubleshoot the Network.  Currently, Network Time Protocol (NTP) is being used at three sites for network time stamping.  The possibility of using NTP at more sites is currently being looked into.
K.
Mr. Turner discussed deployment status.  All Center facility modifications have been completed.  Equipment installations have been completed for all sites.  Quality Control audits have been completed for all sites.  The GPS timing system is operational at all sites.  CIEF operational testing is complete.  The Network Management system is operational as part of the NISN Network Management.

There are some critical path activities that still need to be completed.  A circuit at JSC needs to be changed to a 30A circuit.  Also, some additional fiber infrastructure work is required at WSC.  Completion of this activity is scheduled for late March 2006.
L.
Mr. Turner discussed circuits.  The core circuit is a 2.5-Gbps lambda that touches ARC, GSFC, JSC, and MSFC.  DFRC and MAF are the only two Centers that have OC3s (155 Mbps).  GRC, HQ, JPL, LRC, SSC, and WSC all have OC12s (622 Mbps).  KSC is the only Center that has an OC48 (2488 Mbps).  A lot of time as been spent with Qwest, MCI, and SBC to ensure that route diversity is maximized.  Mr. Turner noted that circuit costs remain under the current NISN backbone cost.

Mr. Turner stated that 8 of 11 core circuits have been installed and tested, and they are still awaiting 3 core circuits (Dallas-Bay 2.5-Gbps Lambda, Dallas-JSC 2.5-Gbps Lambda, and Dallas-Chicago 2.5-Gbps Lambda).  All core circuits undergo a 72-hour test after they are received from Qwest.
M.
Mr. Turner stated that there has been much work with NISN to ensure NIST compliance.  At this point, all documentation has been completed.  It is currently being reviewed and prepared for a third-party audit.  A transition cannot occur until an Interim Authority to Operate (IATO) is received, which is expected in April 2006.  A NISN Authority to Operate is expected by May 2006.  A transition of all services is expected in the June/July 2006 timeframe.
IV.
Action Item Review

No formal action items were assigned at the meeting.
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