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WELCOME
Mr. Jim Bangerter, Human Spaceflight (HSF) Network Director (ND) convened the July 21, 2006, STS-115 Operational Readiness Review (ORR) to review the Integrated Network’s (IN) readiness to support the launch of STS-115 (refer to the presentation package, STS-115 GSFC Operational Readiness Review).  Mr. Bangerter stated that the ORR is one element in a very important process in support of STS-115.  From the ORR, Mr. Bangerter will attend the Johnson Space Center (JSC) Mission Operations Directorate (MOD) Flight Readiness Review (FRR) and then the Kennedy Space Center (KSC) Level-1/2 FRR.  He stated that STS-121 was a highly successful mission and that the Agency is on its way back to flying regularly.  Mr. Bangerter thanked the IN team, expressing his appreciation for a job well done.  

INTRODUCTION

Mr. Jim Bangerter restated the purpose of the ORR; to assess the readiness of the IN to satisfy the requirements of the STS-115 mission.  He provided a definition and outlined the difference between Requests for Action (RFA) and Action Items (AI).  Mr. Bangerter introduced the review board and reviewed a list of STS-115 reviews to be held (including the ORR, FRR, Stage Operations Readiness Review [SORR], and Launch Readiness Review [LRR]).  
STS-115 MISSION OVERVIEW

Ms. Lesley Rahman provided a STS-115 mission overview and highlights.  The mission is currently scheduled to launch No Earlier Than (NET) August 28, 2006 (Editor’s Note:  the launch date has officially been changed to 08/27/06 and is projected to change again to 08/26/06.)  The vehicle is Atlantis and will carry a crew of six.  The primary payload objective is the delivery and installation of two truss segments and two solar arrays.
Ms. Rahman reviewed the launch periods with acceptable lighting for the umbilical well camera and External Tank (ET) TV.  She provided an International Space Station (ISS) assembly sequence overview.  Ms. Rahman also provided an overview of the IN coverage stating that there will be three Extra Vehicular Activities (EVA).  The IN coverage diagram outlines the timeline for coverage and shows the Tracking and Data Relay Satellites (TDRS) that will be used to support STS-115.
INTEGRATED NETWORK OVERVIEW

A. Introduction.  Ms. Lesley Rahman provided an IN overview.
B. Significant STS-121 Anomalies
1. Ponce De Leon (PDL) Uplink Anomaly.  PDL was unable to generate a forward link during ascent.  The problem is thought to be an exciter.
Ms. Rahman stated that a Failure Review Board (FRB) is scheduled to meet on July 27, 2006, to review the problem and create a ‘go forward’ plan.
Mr. Joe Aquino stated that he would like more details before signing off on the ORR.  Mr. Gary Morse stated that the Merritt Island Launch Annex (MILA) has confidence that the explanation to be provided later in the ORR will provide adequate information to conclude the ORR.
2. Air Force Satellite Control Network (AFSCN) LION Remote Tracking Station (RTS) Anomaly.  The AFSCN site attempted to autotrack the Operational Downlink (OD) while the Orbiter was in TDRS mode.  The RTS do not have that capability.  The sites can only track in Frequency Modulation (FM) mode and were subsequently instructed to do so.  There were no further problems.  Mr. Aquino asked if the launch configuration was provided to the AFSCN.  The reply was that the configuration was provided, but that only one of seven sites had a problem and once the correction was made, there were no issues the remainder of the mission.  Mr. Aquino pointed out that the site in question is used for launch and there seems to be continuing problem with support at the site.  Mr. Josef Wonsever stated that he was uncomfortable with the fact that there seemed to be a continuing issue.  Mr. Bangerter stated that the Air Force (AF) is aware of the problem.  The AF does participate in pre-mission checks and does have the required documentation.  Mr. Bangerter stated that he is continuing to work with CERES to resolve this issue.
3. TDRS Network Control Center Data System (NCCDS) Database Misconfiguration.  An incorrect code was used for the mission support.  The database is updated for each mission.  The codes will be reviewed and signed off prior to each mission.
C. Requirements Changes

1. Electronic file transfer for WFF was prime for the last mission.  For STS-115, electronic transfer will be prime for all sites with the file transfers for JDI and PDL being done from MILA.

2. Santiago (AGO) orbital support will be reviewed; AGO is available for support.  Mr. Morse asked if there is cost associated with the support.
Mr. Bangerter replied that there is no cost as long as the support is scheduled during predefined hours.  Mr. Harry Schenk stated that there are different support options.  Mr. Bangerter stated that the options can be provided, if needed (Editor’s Note:  Following the ORR, JSC has determined that AGO will not be a requirement for STS-115, however, will be available for support on a best effort basis during normal staffing hours.)  
D. Significant Network Changes

1. DFRC Aeronautical Tracking Facility (ATF).  ATF-1 and ATF-3 will be prime for support.  AFT-2 will be down for upgrades.  Initial testing has been performed with ATF-3 using the Shuttle Training Aircraft (STA) and Portable Spacecraft Simulator (PSS).  ATF-3 performed shadow passes during STS-121.

2. AGO.  AGO is available for on-orbit support.  Data flows have been performed and AGO supported on-orbit passes during the last mission.
Mr. Aquino stated that there is some confusion pertaining to AGO availability.  JSC is trying to reduce dependability on the AF sites, but maintain the Ground Network (GN) support requirements.  Mr. Bangerter stated that the AF will be used on STS-115, but there will be a reduced number of passes that will be supported.  On STS-121, there were 76 passes requested pre-launch but only approximately 24 passes actually supported.  For STS-115, 45 passes have been requested.  Mr. Aquino stated that he is reluctant to levy a requirement for AGO due to budget considerations.
Mr. John Jackson stated that Mr. Clason has determined that there is no cost associated with the AGO support.
E. Service Requirements/Test Matrix.  Ms. Rahman stated that a new test matrix has been developed.  The new matrix summarizes high-level requirements and the testing required to support those requirements.  Due to the fact that the last mission just ended, the IN has not begun its full testing for STS-115.  It should be noted, however, that all planned testing will be performed and that all requirements were exercised during the last mission.
F. Open Work.  ATF-3 and AGO certification testing remains.  Mission specific validation testing remains.  Mission-specific documentation such as Interim Support Instructions (ISI) remain to be completed.  Ms. Rahman stated that due to the short period between launches, the remaining open work is expected and not a concern for overall readiness for STS-115.
G. Documentation.  The same versions of operations documentation will be used for STS-115.  No updates are planned.  The documentation list shows the ISIs to be completed and the issue dates.  
H. Freeze Plan.  Ms. Rahman reviewed the IN freeze plan.  MILA and PDL will remain in the freeze from STS-121.  AGO, DFRC, the Network Integration Center (NIC), WLPS, White Sands Space Harbor (WSSH), and Flight Dynamics Facility (FDF) will freeze at L – 7 days.  The AFSCN will freeze at L – 2 days.  The NASA Integrated Services Network (NISN) and GSFC Base Utilities/ Facilities will freeze at L – 5 days.  Eastern Range (ER) Resources will freeze after the completion of L -1 day checks.
I. Other Launch Conflicts.  Sea Launch-25 and Stereo are planned near the STS-115 mission time frame.  Conflicts will be evaluated if the dates change.
J. Risks/Mitigations.  Ms. Rahman reviewed six risks identified for STS-115.
1. PDL T-1.  (Editor’s Note: this discussion began during the overview of the risks.  The PDL T-1 risk is the second of six risks listed.)  The risk has not changed since the last mission.  If the circuit fails, a security breach or fire would be undetectable.  Mr. Morse stated that he believed the Near Earth Network Services (NENS) contract charts showed a downward trend for this risk.  Ms. Rahman stated that she was not aware of any activity that changed the risk.  Ms. Lesley Rahman accepted an action item to ensure PDL T-1 risk in the ORR package matches status in NENS risk database (action item STS-115-0706-01).  (Editor’s Note:  This action item is CLOSED.  Confirmed that the PDL T-1 risk as presented at the ORR matches the status in the NENS risk database.  The risk Trend is not tracked in the database but is shown during the monthly PMR.  The last PMR [June 2006] showed the trend as decreasing as the likelihood of the risk had been reduced from a 4 to a 2 since the last time this risk status was presented at the PMR in May 2006.  Since June 2006, neither the likelihood nor consequence had changed and so the risk Trend in the ORR package was shown as unchanged.  The July 2006 PMR slides will show the same status [the ORR just happened to occur before the July 2006 PMR which is why there was a perceived difference in status].)
2. Range Operations Staff.  If the required Range Operations staff is not available to support STS-115, it could impact mission support.  Mr. Bangerter noted that this risk is a WFF-specific risk and not related to the entire IN.
Ms. Lesley Rahman accepted an action item to, in regards to Range Operations Staffing, ensure that the risk wording is updated to reflect that it is a WLPS-related risk and not network wide (action item STS-115-0706-02).  (Editor’s Note:  A NENS Risk Management Board meeting has been scheduled for 08/04 where the wording of this risk will be recommended to be updated to reflect that it is a WLPS-related risk and not a network wide risk.)  Mr. John Jackson stated that he believed the staff was available for the last mission.  Mr. J. R. Hendrickson replied that several people were pulled back to support the last mission.  Mr. Jackson stated that there is a management and contractual arrangement to provide the staff as needed to support Space Shuttle operations.  Mr. Bangerter reminded the attendees that although the 9-meter antenna could not be operated, the 9-meter is a Highly Desirable requirement and not mandatory.  If the 9-meter is not available, there is the 7.3-meter antenna and the New Hampshire (NHS) station.  Ms. Rahman stated that it very possible that this risk should be lower or closed.  Mr. Bangerter stated that it may be very possible that NASA is evaluating the risks in a different manner than NENS contract management.  NENS contract management is concerned with all its customers while NASA is looking at these risks as related to Space Shuttle mission support.  Ms. Lesley Rahman accepted an action item to work with NENS management to develop risk likelihood and consequences specifically related to Space Shuttle operations and not the ability of NENS to meet its contractual obligations (action item STS-115-0706-03).  [Editor’s Note:  A NENS Risk Management Board meeting has been scheduled for 08/04 where the development of risk likelihood and consequences specifically related to Space Shuttle operations and not the ability of NENS to meet its contractual obligations will be discussed.)  
3. PDL Uplink Anomaly.  Command services could be impacted if the cause of the anomaly is not determined.  Troubleshooting has begun.  An FRB is scheduled for July, 27, 2006.  Mr. Aquino asked why the likelihood for the risk was a one instead of a greater number due to the fact that it just occurred on the last mission.  Ms. Rahman explained that the risk likelihood is based on the entire history of the service as well as the mitigation plan that has been implemented.
4. Radar Data.  A launch hold could occur if there is great than 20 percent loss of radar data during the launch count.  The likelihood for this risk has decreased since the last mission.  A workaround will be implemented.  The IN is working with the ER to increase the priority of implementing a software fix.
5. Dropped Vectors.  This is a new risk and not the same risk that was listed during the last ORR, which was related to a router issue.  Use of the User Datagram Protocol (UDP) to transmit vectors to WSC can result in dropped vectors, which impacts mission support.  The likelihood is very low as this occurs only 3 – 4 times per year.  Ms. Sue Hoge stated that the ping capability and ‘keep alive’ packet capabilities have been implemented and personnel will be ready to support retransmission of vectors and that the mitigation of implementing Transmission Control Protocol (TCP)/Internet Protocol (IP) will not happen in the Space Shuttle era.  Mr. Norman Reese stated that the ping and ‘keep alive’ packets do not protect against occasional network hits and that data loss is inherent to UDP.  Mr. Bangerter stated that there is an issue with the dropped vectors, but there are good procedures in place to handle the problem.  The risk is mitigated by the procedures.
6. GN Acquisition Data Delivery.  The mission can be impacted if the data is not delivered.  There were some potential TDS problems experienced during STS-121 and workarounds are in place.  This is not related to the dropped vector problems.
INTEGRATED NETWORK ELEMENTS

A. GSFC Base Utilities and Mission Support Facilities.  Mr. Tim McCain provided a readiness overview.  All services are ‘Green’.  Building 24, the Central Power Plant, is ready.  One of six chillers is down (only one is chiller is required for support).  Generator 6 is out of service indefinitely.  Seven units are available; six units are required.  All Uninterruptible Power Supplies (UPS) are operational.  Mr. McCain stated that GSFC Base Utilities and Mission Support Facilities is ready to support STS-115.  Mr. Bangerter stated that he wanted to thank the group for the excellent support provided during STS-121.
B. WLPS.  Mr. J. R. Hendrickson provided a readiness overview.  The 9-meter antenna will be prime and the 7.3-meter antenna will be backup.  This is same configuration used for STS-121.  The 7.3-meter antenna is receive only.
Mr. Aquino asked about the broken gears on the 11-meter antenna.
Mr. Hendrickson stated that the repairs should take approximately 2 weeks.
Mr. Schenk stated that the problem is in the gear box and not with the gear ring.  An estimate has been obtained from the vendor and the network performed the same type of repair at McMurdo.  Mr. Hendrickson stated that this is not the same type of catastrophic failure as has been experienced with other GN antennas.  There is one Discrepancy Report (DR) affecting Space Shuttle support: DR 40351 on the Wallops Front End Processors (WFEP).  The WFEPs hang occasionally and this is attributed to aging.  The WFEPs are reset in real time.  The staffing will be the same as STS-121.  The facilities are all ‘Green’.  Mr. Hendrickson requested the scheduling of 11-meter antenna on-orbit 2-way engineering passes during STS-115 to gain confidence in the system prior to STS-116 where the 11-meter will be prime.  Mr. Hendrickson stated that WLPS is ready to support STS-115.
C. AGO.  Mr. J. R. Hendrickson provided a readiness overview.  Mr. Hendrickson stated that there is no current Space Shuttle Program Requirements Document (PRD) for AGO support.  AGO did support on STS-121, including successfully supporting a 2-way pass.  The question arose as to whether JSC will levy an AGO requirement.  Messrs. Jim Bangerter and Joe Aquino accepted an action item to finalize AGO Space Shuttle support requirements (action item STS-115-0706-04).  (Editor’s Note: This action item is CLOSED.  Per a meeting with J. Aquino following the ORR, AGO will NOT be a requirement for STS-115.  While all mission testing/documentation/etc. will be developed/implemented for AGO just like any other site, the support from AGO will only be provided on a best effort basis and JSC will not assign any In Flight Anomalies [IFA] should any problems occur.)  AGO staffing is fully covered during normal hours of operation.  For open work, AGO is installing a new automatic starting diesel generator and UPS.  The estimated completion date is August 10, 2006.  Mr. J. R. Hendrickson accepted an action item to provide a status on the AGO open work (action item STS-115-0706-05).  Mr. Hendrickson noted that AGO is anxious to begin supporting the Space Shuttle and he stated that AGO is ready to support STS-115.
D. NISN.  Mr. Norman Reese provided a NISN readiness overview.  

1. NISN is installing Pulizzi dual input power switches on critical NISN equipment at GSFC that have single feeds.  This will allow equipment to continue operating should a PDU or UPS fail.  The work is scheduled to be complete prior to STS-115.

2. There has been an increase of 13 personnel in staffing.  This brings the NISN staffing to the full level.  
3. Mr. Reese reviewed several open work items.

(a) The Cheyenne Mountain service performed nominally on STS-121.  A new circuit interface has been ordered, but will not be in place until after STS-115.  The interface will remain under observation until after the enhanced service is in place.

(b) During STS-121, the DFRC Conversion Device (CD) port went into a hung condition and had to be reset.  This is a known condition for the DFRC-type configuration.  A mitigation has been developed.  The Data Flow Engineer (DFE) will bring up data on the DFRC interface 3 minutes prior to Acquisition of Signal (AOS).  An ISI will be generated for the STS-115 mission.  Mr. Quint stated that NISN would like more than the 3 minutes should there be a need to troubleshoot more than one item.
Ms. Rahman stated that, originally, GSFC had requested additional time, but JSC was reluctant.  (Editor’s Note:  During the STS-121 Post Mission Review on 07/25/06, JSC agreed to bring the data up at 5 minutes vice 3.)  Mr. Bangerter remarked that there seemed to be an increase in the number of port hangs during STS-121.  Mr. Reese replied that NISN is working with DFRC to determine why there was an increase.  Mr. Bangerter stated that he believed this should be carried as a risk.  Ms. Lesley Rahman accepted an action item to develop a risk based on the DFRC CD port hang (action item STS-115-0706-06).  (Editor’s Note:  This risk has been submitted to the NENS Risk Management Board for consideration and is on the agenda to be reviewed during the next meeting scheduled for 08/04.)
(c) There will be no NSAP Technology Refresh (NTR) Space Shuttle services transitioned prior to STS-115.

(d) A new digital service has been ordered for INMARSAT Southbury.  The serviced will be implemented post-STS-115.

(e) The GSFC TV Master Control Facility relocation has been completed.  All STS-115 services will be supported from the new facility.

(f) NISN is performing a Transponder 5 Edgeband conversion.  New equipment is being installed to lesson delays.  There is no change to the STS-115 Shuttle ICE/Mission Evaluation Room (MER) configuration.
(g) Once during STS-121, the FDF hourly acquisition data was received by the SN but not the GN stations.  NISN has established a temporary monitor that will be in place throughout STS-115, to help troubleshoot future reoccurrences.  
(h) All NISN non-mission communications will transition to the Wide Area Network Replacement (WANR) backbone.  The transition is going well and is scheduled to be complete by August 7, 2006.
4. Facilities are ‘Green’.  UPS 40 has been decommissioned.  All circuits were rolled over to UPS 41.  Ms. Wonsever asked if the UPS 41 had been tested.  Ms. Rahman replied that UPS 41 was in service for STS-121 and that since we experienced a commercial power hit during the mission with no impact to NISN services, this was tested in ‘real-life’.
5. Mr. Reese stated that NISN is ready to support STS-115.

E. NIC.  Mr. Greg Coombs provided a NIC readiness overview.  There have been no hardware of software changes since the last mission.  There is one open DR: a work station froze and could not be rebooted.  An operational workaround is in place.  Staffing will be the same as STS-121.  Facilities are ‘Green’.  NIC plumbing problems are being worked.  During STS-121, the HSF team successfully transitioned to the backup NIC due to sewage overflow and transitioned back.  Mr. Greg Coombs accepted an action item to provide a status and schedule for completion for the plumbing work at the NIC (action item STS-115-0706-07).  (Editor’s Note:  This task has been completed as of 07/25/06.  All sinks, water fountains, and associated drains have been reopened.)
F. Space Network (SN).  Mr. Bob Gonzales provided an SN readiness overview.
1. Mr. Gonzales reported that there are no significant hardware changes.  There are no software changes.  There is no change in the TDRS fleet.
2. Mr. Gonzales reported the status of several open DRs:

(a) CDS-40275, 43458, and 43578.  The USS integrated receiver experienced false lock on channels 1 and 2.  A fix may be ready to test in a couple of weeks but will not be implemented for STS-115.  WSC would like Electronic Systems Test Laboratory (ESTL) support for the testing.  There is an operational workaround.
(b) CDS-40305; DRs 46602 and 46603.  The Data Interface System (DIS) events experience slow connections for Space Shuttle, Second TDRSS Ground Terminal (STGT), and White Sands Ground Terminal (WSGT) systems.  This item is still under investigation.  An ISI will be issued for STS-115.  
(c) CDS 43497. This item was cleared and is Closed.
(d) CDS 43446.  The High Data Rate Receiver (HDRR) does not fail over to the second recorder.  A manual failover can be preformed.  This item is under investigation.
(e) CDS 43587.  The SUE WSGT redundant video switch failed to deconfigure at the end of a Guam event.  Subsequent events configured properly.  There is no workaround.  This item is under investigation.
(f) CDS 43443.  KSA2 Channel was misconfigured due to an operator error.  The WSC procedure has been updated to include requiring a verification from the customer.  A Network Advisory Message (NAM) has been issued.  Mr. Bangerter noted that a process was in place, when making a database change, to get a response from JSC, but JSC did not respond in this instance.  Now the process has been updated to require a customer verification.  This item is Closed.

(g) CDS 43491.  Houston reported a TV sync pattern problem.  A digital signal generator was replaced.  This item will be closed.

(h) CDS 43507 and 43579.  A switch was not made from WSGT to STGT on time.  This was an operator error.  A Root Cause and Corrective Action (RCCA) has been opened.  Procedures are being worked.  A request to automate the switch has been submitted.  Mr. Wonsever noted that there are several open DRs and asked if there are any that must be closed prior to STS-115.  Mr. Gonzales stated that there are workarounds, procedures, and ISIs that address the DRs.  Mr. Wonsever asked, that while there may be no DRs that must be closed, are there any actions related to the open DRs that must be completed before STS-115.  Mr. Bob Gonzales accepted an action item to provide a list of what actions, related to WSC open DRs, must be completed prior to STS-115 (action item STS-115-0706-08).  

3. Mr. Gonzales provided a summary of operations, maintenance, and Guam staffing.  Guam operations and maintenance staff will be augmented by on-site Subject Matter Experts (SME).
4. Mr. Gonzales stated that facilities are ‘Green’.  

5. Mr. Gonzales stated that the SN is ready to support STS-115.

G. MILA/PDL.  Ms. Melissa Blizzard provided a MILA/PDL readiness review.  
1. Ms. Blizzard reported that the MILA transformer replacement occurred on July 19, 2006.
2. Ms. Blizzard stated that Radio Frequency (RF) subsystem (RFS) was experiencing occasional Blue Screens of Death (BSOD).  The system was being tied up because it was logging unnecessary files.  The logging of historical and index files is being disabled.  
3. Ms. Blizzard reviewed several open DRs:
(a) DR 36853.  DQM occasionally experiences BSOD.  The system is rebooted.  This item is under investigation.
(b) DR 42854.  The RFS experiences assertion errors.  This is a mathematical error that causes too many messages.  The system has had this problem and needs to be cleared by reinitiating the system.  The problem does not cause any loss of data.  A workaround is in place.  This item is under investigation.  
(c) DR 40385.  The TAP logger is closed when the antenna goes to standby.  A workaround is in place.  A fix may have been found, but would not be implemented until STS-116.  This item is under investigation.

(d) DR 43461.  There was no valid Launch Trajectory Acquisition System (LTAS) data at PDL during STS-121 prelaunch and ascent.  The cause of this problem may be known.  A workaround is in place.  This item is under investigation.  

(e) DR 43452.  There was no power out of the PA during STS-121 ascent.  An FRB is scheduled for July 27, 2006.  This is a Critical DR.  This item will be further discussed under open work.
(f) DR 43590.  The Teltrac UHF antenna experienced blown fuses.  The fuses were replaced.  The cause of the blown fuses was determined to be a partially shorted azimuth brake coil.  

4. Ms. Blizzard reported that the staffing is the same as STS-121.
5. Ms Blizzard reported on open work.

(a) Heating, Ventilation, and Air Conditioning (HVAC) work continues.

(b) PDL did not have valid LTAS data for launch.  The anomaly has been recreated and the investigation continues to determine if there is a hardware, software, or design issue.  A workaround is in place.
(c) During STS-121 ascent, PDL was unable to establish an uplink with the Orbiter.

(1) The PA power meter indicated that the PA was outputting 0 Watts of power.  Post launch troubleshooting showed that the carrier came up and keyed the uplink for approximately 5 seconds and then dropped off.

(2) There was no indication of a failure.  The MBR did not log any faults.  

(3) MILA performed drive checks, visual inspections, and verified the ECs.  Mr. Scott asked if the troubleshooting activities were performed as part of a fault analysis tree.  Ms. Blizzard replied that the activity was performed in reverse order.  A tree has been created from the activity.

(4) The troubleshooting revealed two problems: a loose connection that did not affect the PA and aluminum wire hangers with loose adhesive.  A short was simulated and the effect appeared to be same as was seen during launch.

(5) Mr. Aquino asked why the MBR did not recognize there was a problem.  Ms. Blizzard replied that the status would appear on a subpage that was not up at the time.  Mr. Scott stated that the main display should have an alarm even if the subpage is not displayed.
Ms. Blizzard stated that it is not known why an alarm was not seen on the front page.  Mr. Aquino stated that based on this, he didn’t feel that the pages could be trusted.  
(6) Ms. Blizzard started that for STS-115, personnel will be placed at either end of the PA interface with meters.  

(7) Mr. Scott stated that should the cause be a wire issue, then the any other drawers with the same wiring/hangers need to be checked.
Ms. Blizzard stated that that activity is already underway.

(8) Mr. Aquino stated that this issue should be reflected as Red for the risk assessment.  Mr. Morse stated that if the clips are confirmed as the problem and the clips are eliminated, the problem will be eliminated.  He stated that he did not believe this was a risk of that magnitude (Red).  Mr. Aquino disagreed, stating that MILA cannot know the status of its own station.

(9) Mr. Scott stated that a workaround is in place and there is a possible cause known.  Mr. Aquino asked how MILA could be sure that the problem where an alarm is not displayed when it should be does not exist in other places in the MBR/RCI software.  Ms. Blizzard replied that most problems are obvious and it is known whether the system is operating as it should.  Mr. Morse stated that the systems have supported 115 launches and there has been this one anomaly.  This problem is recognized as a critical problem.  
(10) Mr. Scott asked if it has been verified that that shorts created by the falling chips do not affect other systems.  Ms. Blizzard answered that it has been verified.

(11) Mr. Morse stated that a comparison of the local profile for vibration timeline from liftoff is being checked.  This may explain why the clips shifted during launch  and why a carrier was up initially and then went away.

(12) Mr. Wonsever stated that an RFA will be written.  The RFA will ask that it be confirmed that the failure produces no fault alarm on the primary page and confirm that no other hardware has the same problem; and that the station software be examined.
(13) Ms. Blizzard asked about the intended scope of the RFA.  The MBR software is a lot of software.  The problem is an uplink problem.  Mr. Scott replied that if a logic problem is found in the software, then all of the MBR should be reviewed.  Mr. Schenk stated that the MBR software is at MILA only and that the bracket (clip) issue is GN wide and being addressed.  Mr. Wonsever agreed that there are long term issues to be addressed and that the RFA would be written to address issues pertaining to STS-115.
(14) Mr. Morse stated that if there is a NASA standard on how alarms should be programmed, as suggested by Mr. Scott, he will investigate that issue.  

6. Ms. Blizzard reported that facilities are ‘Green’.
7. Ms. Blizzard stated that MILA/PDL is ready to support STS-115.

H. KSC Communications Data and Switching Center (CD&SC).  Ms. Monique McLamb provided a KSC CD&SC readiness overview.  Ms. McLamb reported that there are no operational changes (hardware or software) since STS-121 and no open DRs.  Ms. McLamb stated that during the previous mission, some T-1s were down and she believed that KSC did not get proper notification from GSFC.  Ms. Stewart commented that a T-3 did go down and a notice was distributed; however, she would have to verify how long before the notice was distributed.  Ms Vicki Stewart accepted an action item to investigate the reporting problems experienced during the T-3 failure and provide details to Ms. Monique McLamb/KSC/NASA (action item STS-115-0706-09).  Ms. McLamb reported that KSC staffing would remain the same for STS-115 and all facilities are ‘Green’.  Ms. McLamb stated that KSC CD&SC is ready to support STS-115.
I. DFRC.  Mr. Craig Griffith provided a DFRC readiness overview.  Mr. Griffith reported that there are no operational changes (hardware or software) since STS-121.  Mr. Griffith stated that there are two open CCRs, which have been open for a while.  CCR 3161 has no operational impact.  This CCR will help to streamline operations at DFRC.  CCR 3419 will replace aging equipment.  There are three open DRs.  DR 1418 was issued for an NCPS #2 failure.  The problem has been corrected and the equipment is operational.  DR 1422 was issued for a Radar Information Processing System (RIPS) IRV processing problem.  A workaround is in place.  DR 1424 was issued for a Small Conversion Device (SCD) port locking problem.  An operational workaround is in place.  There are no staffing changes for STS-115.  All facilities are “Green’.  Mr. Griffith stated that DFRC is ready to support STS-115.  
J. AFSCN.  Lt. Uriah Tobey provided an AFSCN readiness overview.  Lt. Tobey reported that there are no operational changes (hardware or software) since STS-121 and no open DRs.  Staffing will remain the same for STS-115.  There is no open work and all facilities are ‘Green’.  Mr. Wonsever asked if there are any changes at LION to ensure that the station will be in the correct configuration for STS-115 support.  Lt. Tobey stated that a trouble ticket has been opened.  There was a modem problem and some procedural issues, but a workaround is in place.  Mr. Bangerter asked if the workaround is in place for STS-115.  Lt. Tobey replied that CERES will brief the site personnel.  Mr. Wonsever commented that LION is a persistent weak link and asked if there is any insight on the operations at the site.  Mr. Bangerter stated that as preparations are underway for STS-115, a long look will be taken at LION.  Mr. Wonsever asked if steps can be taken to communicate to the site, that the site has a higher instance of problems than the remainder of the AF network.  Lt. Tobey stated that he believed the comments to be good observations and a meeting is planned between the SOPs to review lessons learned from STS-121.  Mr. Bangerter asked if results of the meeting will be available.  Lt. Uriah Tobey accepted an action item to provide a status/go-forward plan to Jim B. on the results of the AF internal team meetings on LION support problems and overall lessons learned from STS-121 (action item STS-115-0706-10).  Mr. Morse asked if the CERES support posture for Space Shuttle is known should the mission slip to the next Fiscal Year (FY).  Mr. Tobey stated that he did not know at this time, but AF leadership meetings are taking place to discuss that issue.  Lt. Uriah Tobey accepted an action item to provide details of the AF leadership meetings on the next FY support posture for Space Shuttle operations, as plans pertain to a possible launch slip for STS-115 and STS-300 support (action item STS-115-0706-11).  Mr. Bangerter stated that the issue has been brought to the attention of the AF.  The AF will support the current mission with the current configuration.  Mr. Morse commented that an answer from the AF is important for mission planning purposes.  Mr. Bangerter replied that this has been relayed to AF management and a transition officer has been assigned.  Lt. Tobey replied that the AF understands NASA’s position and closed by stating that the AFSCN is ready to support STS-115.
K. ER.  Mr. Mike Gawel provided a readiness overview for ER resources (including DFRC radars, WLPS radars, Jonathan Dickinson Missile Tracking Annex [JDMTA], Tel-IV, the Western Range [WR], and White Sands Missile Range [WSMR]).  There are not operational changes since STS-121.  There are three open DRs pertaining to the Flight Observation Version-1 (FOV-1) software.  Workarounds are in place for these DRs.  STS-121 was supported on FOV-1.  All personnel are trained and certified.  All facilities are “green’.  Mr. Gawel stated that ER resources are ready to support STS-115.  
L. FDF.  Mr. Warren Mitchell provided an FDF readiness overview.  The FDF is adding new servers.  Two have been added and will be moved to shadow operations by late August 2006.  Two more will be added by August 21, 2006.  Other computers are being upgraded.  FDF continues to upgrade its database from Oracle 7.3.2 to Oracle 9i.  Full shadow operations are planned for late August 2006, but is dependant on Space Shuttle and ELV launches.  The DR for dropped vectors has been closed with the implementation of the ping and ‘keep alive’.  Staffing is in place to support STS-115.  Facilities are ‘Green’.  The backup generator is still in place for STS-115.  Mr. Mitchell stated that FDF is ready to support STS-115.
M. WSSH.  Ms. Lesley Rahman provided a WSSH readiness overview.  There have been no operational changes since STS-121.  There are no open DRs.  Staffing remains the same for STS-115.  There is no open work.  Facilities are ‘Green’.  Ms. Rahman stated that WSSH is ready to support STS-115.
REVIEW BOARD READINESS ASSESSMENT

Mr. Jim Bangerter polled the Review Board for their comments:

A. Mr. Harry Schenk stated that the network just finished supporting STS-121 and the comparison between STS-115 readiness and STS-121 is there.  The PDL uplink issues need to be resolved.  The FRB will be meeting to discuss that item.  The FRB results should be provided to the Review Board.  Mr. Schenk stated that he believed the network is ready to support.

B. John Deily stated that it would have been helpful if the FRB had met prior to the STS-115 ORR.  The PDL uplink problem is a difficult one.  Mr. Deily stated that he believed the network is ready to support.

C. Mr. Brad Torain stated that he believed the network is ready to support and all risks have mitigated.

D. Mr. John Jackson agreed with Mr. Torain and believes that the PDL uplink mitigations will work.  Mr. Jackson stated that he believed the network is ready to support.

E. Mr. Joe Wonsever stated that STS-121 operations went well.  He stated that he believes that the network is ready to support with the PDL mitigations.  He stated that the PDL issue is progressing to an acceptable conclusion.  He stated that the Review Board should receive the FRB results.  Mr. Wonsever asked if it were possible for a JSC Ground Controller (GC) to join the FRB.  Mr. Jim Bangerter accepted an action item to notify Roger Clason that a JSC GC should be included on the FRB scheduled for 07/27/06 (action item STS-115-0706-12).  (Editor’s Note:  Mr. Jim Bangerter sent email to Messrs. Roger Clason and Bob Marriot advising them of the need to include a GC on the FRB.  Mr. Joe Morris has been assigned to the FRB and will attend via teleconference.  This item is Closed.)

F. Mr. Steven Scott stated that he was impressed with the ability demonstrated to tie all the disparate elements together.  He stated that he believes the necessary workarounds are in place and the network is ready to support.

G. Mr. Jim Bangerter stated that the ORR preparers and presenters did an excellent job.  He stated that the network has done an excellent job preparing for STS-115.  Mr. Bangerter stated that the Review Board will meet again (time/date/location to be determined) prior to launch to review the action items and RFA.

ACTION ITEM REVIEW
The following action items were assigned at the July 21, 2006, STS-115 ORR:
STS-115-0706-01
Lesley Rahman/GSFC/HTSI/HSF

ACTION:
Ensure PDL T-1 risk in the ORR package matches status in NENS risk database.

DUE DATE:
07/28/06

STS-115-0706-02
Lesley Rahman/GSFC/HTSI/HSF

ACTION:
In regards to Range Operations Staffing, ensure that the risk wording is updated to reflect that it is a WLPS-related risk and not network wide.

DUE DATE:
07/28/06

STS-115-0706-03
Lesley Rahman/GSFC/HTSI/HSF

ACTION:
Work with NENS management to develop risk likelihood and consequences specifically related to Space Shuttle operations and not the ability of NENS to meet its contractual obligations.

DUE DATE:
08/21/06

STS-115-0706-04
Jim Bangerter/GSFC/NASA/HSF ND,
Joe Aquino/JSC/NASA

ACTION:
Finalize AGO Space Shuttle support requirements.

DUE DATE:
07/21/06

RESPONSE:
This Action can be closed.  Per meeting with J. Aquino following the ORR, AGO will NOT be a requirement for STS-115.  While all mission testing/documentation/etc. will be developed/implemented for AGO just like any other site, the support from AGO will only be provided on a best effort basis and JSC will not assign any IFAs should any problems occur.

STATUS:
CLOSED

STS-115-0706-05
J. R. Hendrickson/WLP/HTSI/Ops

ACTION:
Provide a status on the AGO open work.

DUE DATE:
08/21/06

STS-115-0706-06
Lesley Rahman/GSFC/HTSI/HSF

ACTION:
Develop a risk based on the DFRC CD port hang.

DUE DATE:
07/28/06

STS-115-0706-07
Greg Coombs/GSFC/NENS
ACTION:
Provide a status and schedule for completion for the plumbing work at the NIC.

DUE DATE:
08/11/06

RESPONSE:
This task has been completed as of 07/25/06.  All sinks, water fountains, and associated drains have been reopened.

STS-115-0706-08
Bob Gonzales/WSC

ACTION:
Provide a list of what actions, related to WSC open DRs, must be completed prior to STS-115.

DUE DATE:
08/04/06

STS-115-0706-09
Vicki Stewart/GSFC/NASA/NISN

ACTION:
Investigate the reporting problems experienced during the T-3 failure and provide details to Ms. Monique McLamb/KSC/NASA.

DUE DATE:
08/11/06

STS-115-0706-10
Lt. Uriah Tobey/AFSCN

ACTION:
Provide a status/go-forward plan to Jim B. on the results of the AF internal team meetings on LION support problems and overall lessons learned from STS-121.

DUE DATE:
08/11/06

STS-115-0706-11
Lt. Uriah Tobey/AFSCN

ACTION:
Provide details of the AF leadership meetings on the next FY support posture for Space Shuttle operations, as plans pertain to a possible launch slip for STS-115 and STS-300 support.

DUE DATE:
08/11/06

STS-115-0706-12
Jim Bangerter/GSFC/NASA/HSF ND

ACTION:
Notify Roger Clason that a JSC GC should be included on the FRB scheduled for 07/27/06.

DUE DATE:
07/24/06

RESPONSE:
Please close as of 7/23/06. Sent email to R. Clason and B. Marriot advising them of the need to include a GC on the FRB.  Joe Morris has been assigned to the FRB and will attend via teleconference.

STATUS:
CLOSED
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