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WELCOME

Mr. Jim Bangerter, Human Spaceflight (HSF) Network Director (ND), convened June 26, 2007, STS-118 ORR to assess the readiness of the Integrated Network (IN) to satisfy the requirements of the STS-118 mission (refer to the presentation package, STS-118 GSFC Operational Readiness Review).
Mr. Bangerter stated that the ORR Review Board will focus on such items as flight anomaly resolution/procedures, new requirements since the last flight, significant changes on the IN since the last flight, data to demonstrate flight readiness of the Program Requirements Document (PRD) requirements, status of any open work, constraints to flight, and risks/mitigations.  At the conclusion of the review, the Review Board will be asked to provide concurrence that the IN is ready to support the STS-118 mission, pending completion of any open work.
Mr. Bangerter provided a definition of Requests for Action (RFA) and Action Items (AI).  RFAs and AIs will be assigned throughout the course of the ORR and at the end of the ORR, the Review Board will make a determination as to which items are RFAs and which are AIs.
Mr. Bangerter introduced the STS-118 Review Board as follows:

· Ms. Carolyn Dent, Chairperson, GSFC, Senior Review Manager, Systems Review Office,
Code 301

· Mr. James Bangerter, Network Director, Networks Integration Management Office,
Code 450.1
· Ms. Madeline Butler, GSFC, Deputy Chief Engineer, Applied Engineering Technology Directorate, Code 500

· Mr. Scott Greatorex, GSFC, Chief, Networks Integration Management Office,
Code 450.1

· Ms. Susan Hoge, GSFC, Flight Dynamics Analysis Branch, Code 595

· Mr. Seaton Norman, GSFC, Systems Management Division, Code 730
· Mr. Joe Aquino, JSC, Manager, Space Communications Integration Office, Code DV14
· Mr. Harry Schenk, GSFC, NENS Senior Technical Consultant

Mr. Bangerter stated that this ORR starts the STS-118 review process. This ORR will be followed by the Johnson Space Center (JSC) Mission Operations Directorate (MOD) Flight Readiness Review (FRR) on July 11, 2007 and the International Space Station (ISS) JSC MOD Stage Operations Readiness Review (SORR) on July 13, 2007.  The JSC reviews will be followed by the Level I/II FRR at Kennedy Space Center (KSC), which he will attend; and the KSC Launch Readiness Review (LRR) prior to the mission.
STS-118 MISSION OVERVIEW
Ms. Cheryl Smith provided the STS-118 mission overview.  The launch is currently scheduled for August 9, 2007, but may be moved up to August 7, 2007.  A formal decision on the launch date will be announced at the Program Requirements Control (PRCB) meeting on June 28, 2007.  The Orbiter is the Endeavor with a crew of seven.  Mission objectives include the delivery and installation of the third starboard truss segment, activation and checkout of the starboard Solar Alpha Rotary Joint (SARJ), deployment of Solar Arrays 1A and 3A, and reconfiguration of the ISS power supply system.  Ms. Smith reviewed the STS-118 launch windows and the ISS assembly sequence.  Ms. Smith discussed a graphic illustrating the IN launch and landing coverage and three extravehicular activities (EVAs) planned for the mission.  Ms. Smith stated that a fourth EVA has been added for the mission to install a wireless video transceiver.
INTEGRATED NETWORK OVERVIEW
Ms. Smith provided the IN overview.

A. Requirements Changes.  Ms. Smith reviewed the PRD changes implemented prior to STS-117 due to Space Shuttle Program (SSP) GSFC budget and requirements reductions.
1.
White Sands Space Harbor (WSSH) Ultra High Frequency (UHF) supported STS-117 during launch Abort Once Around (AOA) and Primary Landing Site (PLS), landing minus one day checkout, and when WSSH is activated for landing and end-of-mission (EOM)+1, EOM+2, (etc.).  The same support is planned for STS-118.
2.
Limited Air Force Satellite Control Network (AFSCN) Remote Tracking Station (RTS) support was utilized for STS-117.  The identical support is planned for STS-118.

3.
Flight Dynamics Facility (FDF) shift support is not required/provided for Space Shuttle during ISS docked operations during crew sleep periods.

Ms. Smith stated that the risks associated with these changes were discussed with and accepted by the SSP.
B. STS-117 Anomalies.  Ms. Smith reviewed the STS-117 anomaly.  The White Sands Ground Terminal (WSGT) Guam Data Interface System (GDIS) aggregate-2 failure resulted in a 19 minute of loss of Space Shuttle data.  The problem cleared during the GDIS reset that occurred while reconfiguring from the alternate DS-3 link to the prime DS-3 link.  The problem remains under investigation.  In Flight Anomaly (IFA) STS-0117-G-001 was issued.
C. Network Changes.  Ms. Smith reviewed network changes for STS-118.
1. Network Services Assurance Plan (NSAP) to NSAP Technology Refresh (NTR).  Transitioning of the remaining links from NSAP to NTR will continue up to the Terminal Countdown Demonstration Test (TCDT) scheduled for July 19, 2007.  Merritt Island Launch Annex (MILA) command will remain on NSAP for STS-118.
2. Onizuka Air Station (OAS) Support
a.
OAS will support STS-118 with NTR if NTR installation is completed by July 20, 2007, which is the ‘drop-dead’ date mandated by the ND.  Mr. Aquino asked if this date will be met.  Mr. Bangerter replied that he is hopeful that this date can be met.  The network is prepared to perform testing for the Space Shuttle prior to the mission, but there are other NASA customers that need to be checked out before the transition change occur.  If all of the NASA users are not tested, then the switch to NTR will not occur.
b.
Small Conversion Devices (SCDs) have replaced the Programmable Telemetry Processors (PTPs) at OAS and successfully supported the STS-117 mission.
3. Dryden Flight Research Center (DFRC) Aeronautical Tracking Facility (ATF)-2 Status.  ATF-2 modifications were verified during STS-117 on-orbit engineering passes.  ATF-2 will be prime and ATF-3 will be backup for STS-118.
4. External Tank Television (ET TV) Support.  ET TV time stamping from the vehicle was successfully supported as a proof-of-concept during STS-117.  The time stamping function was not verified at MILA, Ponce de Leon (PDL), Jonathan Dickinson Missile Tracking Annex (JDMTA), and Wallops (WPS) because these sites are not funded for new transmitters with time stamp capability.
5. WPS 11-meter (11M) Antenna.  The WPS has replaced the receive/transmit system with an Enertec unit.  The Enertec system supported STS-117 in a shadow mode.  The Portable Spacecraft Simulator (PSS) will be shipped to WPS on July 23 for Enertec testing.
6. Portable Spacecraft Simulator
a. PSS Shuttle Training Aircraft (STA) exercises have been eliminated.
b. The PSS will be on the ground at MILA for static testing only.

c. Ms. Smith stated that the risks associated with these changes were discussed with and accepted by the SSP.  Mr. Greatorex asked if this situation with the PSS was the case for STS-117 and if there were any issues.  Mr. Bangerter replied that the PSS was flown on the STA for STS-117 prior to the first launch slip; however, there are some new risks that have been identified.  Mr. Gary Morse asked how did the SSP accept the increased risk.  Mr. Aquino replied that the Flight Director’s office raised the issue at the FIOC and it was accepted by the SSP, and that he discussed the issue at the STS-117 Delta-FRR.  Mr. Aquino stated that there was an issue at DFRC with UHF Triple-simo that was not tested with the STA for NTR.  Mr. Bangerter replied that this incident is under investigation, and that the actual UHF support was very successful on landing day with some modifications to the time delay.  The discrepancies may have been discovered with PSS testing but the network was able to work around the issues.  Ms. Smith indicated that it was her understanding that the PSS was at DFRC for testing.  Mr. Aquino replied that UHF was tested on NSAP with the PSS, but after the transition to NTR, UHF was not tested with the PSS.  Mr. Kevin Riley asked if DFRC was on NSAP during the PSS testing with ATF-2 in February 2007.  Mr. Randy Honeycutt replied that DFRC would have been on NTR at that time because they have been on NTR for two missions now.  Mr. Bangerter restated that the issue is still under investigation.  Mr. Harry Schenk stated that everyone agrees that the PSS and STA are very valuable tools but as Mr. Bangerter noted, the lack of money is the driver now.
D. IN Network Testing Overview.  Ms. Smith provided a network testing overview.  The Space Network (SN) and Ground Network (GN) are readied for the mission using a sequence of standard verification/validation tests.  Additional testing confirms program requirements, IN changes, and mission anomalies.  All network verification/validation testing is scheduled to be completed by Launch–7 (L-7) days.  Ms. Smith reviewed the Network Test Plan and noted the chart will be updated based on the new launch date of August 7, 2007.
E. Open Work.  Ms. Smith restated the open work items that include the NTR transition and the completion of IN testing by L-7 days.
F. Documentation.  Ms. Smith reviewed the mission documentation list.  Ms. Melissa Blizzard asked if there is an update in progress to the Shuttle GN NOSP.  Mr. Riley replied that Document Change Notice (DCN) 004 is being processed.  Ms. Blizzard asked if there is a cut-off date for submitting inputs for the update.  Mr. Melvin Calhoun accepted an action item to provide Ms. Blizzard with the due date for inputs to the NOSP DCN 004 (action item STS-118-ORR-01).  Ms. Smith reviewed the list of Interim Support Instructions (ISIs) that are expected to be issued for the mission.  Mr. Morse asked was there a numbering problem with the ISIs during STS-117.  Mr. Bangerter replied that there were a substantial number of ISIs issued for STS-117 to cover some of the special activities that occurred during the mission.  Mr. Morse asked if ISIs get translated into the NOSP.  Mr. Bangerter responded that they do if the nature of the ISI requires it.
G. Freeze Plan.  Ms. Smith reviewed the freeze plan which listed the IN elements and the freeze period for each element.  The ND coordinates all freeze waivers for necessary work.
H. Potential Launch Conflicts.  Ms. Reese reviewed the potential launch conflicts.  Three Expendable Launch Vehicle (ELV) launches are scheduled during the STS-118 mission time frame including the Atlas V/WGS mission that is scheduled for August 10, 2007.  Mr. Mike Gawel stated that the Atlas V/WGS launch date has changed to August 12 at 0031Z – 0125Z.  This is the reason NASA is looking at moving the STS-118 launch date to August 7 to allow an extra contingency date to avoid having to stand-down for the Atlas V/WGS launch support.  Ms. Smith stated that ELVs have the ‘stated flexibility’ to schedule around Space Shuttle/ISS critical support and Space Shuttle launch/landing periods.
GSFC BASE UTILITIES AND MISSION SUPPORT FACILITIES
Ms. Smith provided the GSFC facilities status.  All GSFC facilities are green.  Ms. Smith reviewed the mission support group staffing plans.  She noted that the temporary generator will be connected to Building 28 to support FDF and the GSFC TV functions.  Ms. Smith stated that GSFC facilities are ready to support STS-118.
INTEGRATED NETWORK ELEMENT STATUS
Representatives from the IN elements provided an element status and support readiness statement.
A. SN.  Mr. Bob Gonzales provided a SN Status.  No hardware or software changes have occurred since STS-117.  The Tracking and Data Relay Satellite (TDRS)-3 K-band Single Access (KSA)-1 return downlink Traveling Wave Tube Amplifier (TWTA)-3 failed during the STS-117 mission and was replaced with TWTA-6.  TWTA-6 will remain under observation and procedures are in place to swap-out TWTA-6 if required.  Mr. Bangerter stated that if TWTA-6 fails, there is only one remaining TWTA and there would not be any redundancy.  Ms. Dent asked if redundancy is required and Mr. Bangerter responded that it is not.  TDRS-6 KSA1 is experiencing intermittent 1-second dropouts and will continue to be monitored.  The TDRS-5 composite downlink TWTA is showing signs of failure.  Ms. Dent asked if the failure is imminent.  Mr. Gonzales indicated that the failure is predicted to occur in October 2007.  Ms. Dent asked if another TWTA is available to switch to and Mr. Gonzales replied that he would check.  Mr. Schenk stated that there should be a plan in place for a swap-out if needed.  Mr. Aquino noted that because this is the downlink TWTA, a failure would mean the loss of all the downlink.  Mr. Gonzales accepted an action item to check into whether a replacement TWTA is available for the composite downlink TWTA and develop a plan for a swap-out (action item STS-118-ORR-02).  Mr. Gonzales reviewed the open Discrepancy Reports (DRs).  DR (CDS 40305) pertains to the Data Interface System (DIS) slow downs.  Performing cold starts on the system prior to each mission has reduced the occurrence of this problem.  Cold starts will continue to be performed for the next several missions.  DR (CDS 43446) pertains to DIS and the High Density Digital Recorder (HDDR) not failing over to the backup recorder.  A manual switch to the second recorder can be made.  A Line Outage Recorder (LOR) replacement is planned.  DR (CDS 44053) pertains to the User Services Subsystem (USS) and KSAR systems and the channel-2 dropouts.  An ISI was issued to assist with troubleshooting the problem.  They were no dropouts reported during the STS-117 mission.  DR (CDS 46621) pertains to the GDIS and the system degradation when running with Aggregate 2 as prime.  An Alert Notice was issued to maintain DS3 on GDIS Aggregate 1.  Mr. Aquino asked why is there a problem with Aggregate 2 and not with Aggregate 1.  Mr. Gonzales replied that the communications between the firmware of Aggregate 1 and Aggregate 2 is the suspected problem.  Mr. Aquino asked why a GDIS failure takes longer to recognize than a DIS failure.  Mr. Bangerter stated that the GDIS is not as user friendly in alerting technicians to problems.  Trouble shooting can take time because some anomalies that appear to be circuit issues are actually GDIS problems.  Mr. Gonzales stated that when the GDIS fails, the DS3 link is lost which takes out voice communications with Guam.  He stated that black phones are used to communicate with Guam and this hampers troubleshooting efforts.  Ms. Butler asked why was Aggregate 2 being used to support STS-117.  Mr. Gonzales stated that the switch to Aggregate 2 was made several weeks earlier when work at the Navy facility caused a switchover to the backup DS3.  DR (CDS 46627) pertains to the Guam video.  Several incidents were reported during STS-117.  This issue will continue to be monitored.  Mr. Bangerter stated that he reported on this issue at the STS-117 FRR.  Ms. Dent asked if everyone is comfortable with the DRs and the workarounds and Mr. Bangerter replied yes.  Staffing is at the same level as for STS-117.  High-rate switch maintenance is on going.  Ms. Dent asked what is the schedule for the maintenance and Mr. Gonzales responded that it is demand maintenance.  Work on the Space Network Expansion (SNE) and the Second Guam Antenna System (SGAS) is ongoing.  The facilities status is yellow for the Generator and Uninterruptible Power Supply (UPS).  Ms. Dent asked can WSC support with a yellow status for these items and Mr. Gonzales replied yes.  Mr. Gonzales stated that the SN is ready to support STS-118.

B. WPS.  Mr. Mark Harris provided a WPS status.  The 11M antenna will not transition to PTP commanding for STS-118.  WPS will remain on the Network Command Processing System (NCPS).  The Enertec Phase II final installation is scheduled for June 22 – July 12.  The Enertec Phase I configuration was in place on March 28 and was used in a shadow mode for the STS-117 launch.  The Enertec Phase I configuration also was used to capture Orbital Downlink (OD) and Space Shuttle Main Engine (SSME) data for playback to JSC.  Mr. Schenk suggested that the playback of the data to JSC occur as soon as possible.  Mr. Harris accepted an action item to coordinate with Mr. Calhoun to schedule the playback of the data to JSC (action item STS-118-ORR-03).  Additional testing of the Enertec Phase I configuration is scheduled for July 17 – July 31 including the PSS testing starting on July 23.  Components are being relocated from the second level of the pedestal to an auxiliary shelter building.  The move improves serviceability and adds UPS capability.  The DeWitt software version 6.2.2 was installed on April 11 and successfully tested.  The launch configuration has been changed to reflect that LTAS is the primary source for tracking.  Mr. Harris noted that this is a holdover item from STS-117.  The Slaving Computer software version 1.1 was installed on June 5, 2007.  The software passed testing and supported the STS-117 launch.  Mr. Harris stated that two slaving computer DRs are open.  DR 44437 on the system computers/slaving for the spontaneous re-boot problem cannot be recreated.  Mr. Harris stated that this DR will be closed prior to the STS-118 if the problem does not recur.  Mr. Harris accepted an action item to provide a plan for closing DR 44437 (action item STS-118-ORR-04).  DR 45131 on the system computers/slaving for the “blue screen” anomaly.  Another DR was recently opened for the latest recurrence of the “blue screen” anomaly.  The problem is under investigation and a workaround is in place.  Mr. Harris stated that DR 46640 was opened during STS-117 when the DFEs at JSC reported 1024 dump data was not being received.  The problem was traced to a digital matrix switch failure.  The problem could not be recreated and after numerous supports, the DR was closed on June 22.  Staffing is the same as it was for STS-117.  11M antenna certifications are ongoing.  Work is in progress on the Dewitt software version 6.2.4 but the delivery date is to-be-determined.  Mr. Harris accepted an action item to provide a date for the installation of Dewitt software version 6.2.4 (action item STS-118-ORR-05).  Work is in progress to update the local STS-118 Launch Support Plan by August 1 and to complete the Slaving DRs.  All facilities are green.  Mr. Harris stated that WPS is ready to support STS-118.
C. Santiago (AGO).  Mr. Harris provided an AGO status.  PTP 2 (XP) will be prime for STS-118.  PTP 1 (NT) will be backup.  There are no software changes.  Mr. Harris reviewed the two DRs that were opened during STS-117.  DR (CDS 46626) was opened when an impedance mismatch caused command echoes dropouts.  This was caused by a procedural error at the site that has been corrected.  DR (CDS 46617) was opened when the FM data was not recorded.  This was also caused by a procedural error at the site that has been corrected.  Ms. Dent asked if this is a new requirement and if any training is planned.  Mr. Harris replied that it is more an awareness issue.  The staffing will be the same as for STS-117.  There is no open work.  The only facility issue is that the 200 W SSA power supply is limited to an output of 170 W.  It was noted that this item may be fixed within the next week.  Mr. Harris noted that the 170 W output is sufficient for support.  Mr. Harris stated that AGO is ready to support STS-118.  Mr. Schenk noted that currently there are three PTPs at AGO, two NTs and the XP.  AGO purchased the XP PTP.  Prior to that, a PTP from the Compatibility Test Lab (CTL) was sent to AGO to ensure AGO had two PTPs.  If the XP support is successful, the PTP from the CTL will be returned to the CTL.
D. NISN.  Mr. Randy Honeycutt provided a NISN status.  There are no hardware and software changes.  Staffing will be the same as for STS-117.  Open work includes the NSAP to NTR transition.  Some NSAP circuits used as backup for STS-117 will be deactivated prior to STS-118.  Transitioning of Shuttle Services will terminate prior to the TCDT.  Mr. Honeycutt reviewed the data and voice circuits planned for transition prior to the TCDT.  Mr. Schenk asked is there a cost impact involved for sites not transferring and Mr. Honeycutt replied that there is.  Mr. Scott Douglas stated that anything that is not cutover and flown by STS-118 may not get to follow the traditional, “two mission rule”, because the budget may mandate the approach.  Mr. Aquino requested that the network be notified if this becomes an issue.  The Tracking Data System (TDS) Low Speed Data problem did not occur on TDS-A, which was prime for STS-117, after a software patch was installed on January 23, 2007.  The software patch will also be installed on TDS-B for STS-118.  The DFRC SCD port hangs were not resolved with installation of the self-terminating jacks. An ISI identifying the workaround procedure was issued for STS-117.  The same ISI will be issued for STS-118.  Mr. Bangerter asked if NISN intends to continue to investigate the SCD hang-up problem and Mr. Honeycutt agreed to take an action to provide a response.  Mr. Douglas noted that the problem is expected to be addressed in a future SCD software release.  Mr. Dave Jones noted that engineering a fix would be costly and the workaround procedure has worked well.  Mr. Bangerter stated that an ISI for the workaround procedure should be issued for STS-118, and after STS-118, the workaround procedure should be included in the NOSP until the issue is resolved.  Mr. Honeycutt accepted an action item to advise Mr. Bangerter whether NISN intends to continue to investigate the SCD port hang-up problem, issue an ISI for the workaround procedure for STS-118, and after STS-118, include the workaround procedure in the NOSP until the issue is resolved (action item STS-118-ORR-06).  An ISI will be issued regarding OAS SCD support to establish the same communication interfaces successfully employed for DFRC.  The DFRC command lines were configured on NTR for STS-117 and will remain on NTR for STS-118.  The MILA prime and backup command lines will be configured on NSAP.  Mr. Aquino asked when will the Tiger Team report be available and Mr. Reese replied in approximately two weeks.  After STS-118, the consoles in the NASCOM Operations Management Center (NOMC-E-125) will be rearranged from a horseshoe formation into a straight formation to support Intrusion Detection System (IDS) and scanning of IONet services.  All facilities are green.  Mr. Honeycutt stated that NISN is ready to support STS-118.
E. GSFC NIC.  Mr. Calhoun provided a NIC status.  There are no hardware or software changes and no open DRs or open work.  Staffing is in place.  Facilities are green.  Mr. Calhoun stated that the NIC is ready to support STS-118.
F. MILA/PDL.  Ms. Melissa Blizzard provided a MILA/PDL status.  Ms. Blizzard reviewed the hardware upgrades planned for STS-118.  The changes include replacing the under-floor air conditioning unit, the ET TV Router and the TELTRAC Antenna Control Unit (ACU).  Mr. Aquino asked will there be a spare ACU for STS-118.  Ms. Blizzard replied that there could be a spare if Greenbelt does not take back its ACU.  It was agreed that the Greenbelt ACU would remain at MILA for STS-118.  It was noted that MILA has purchased another ACU but the delivery date is unknown.  Other planned hardware changes include removing the PDL stand-alone UPS, installing the Data Generator Replacement System (DGRS) at PDL, and performing semi-annual PMs on the 9M 1 and 9M 2 antennas.  She reviewed the planned software changes that include upgrades to the Remote Control Interface (RCI) Version 4107.038, the Site Status Message (SSM) Version 4123.010, and the Data Conditioning Subsystem (DCX) 4100.014.  The software changes are planned for the week of July 2 and testing is planned for the week of July 9.  She reviewed the open DRs.  DR 42854 on the RFS assertion errors remains under investigation.  A workaround is in place.  DR 43461 on the antenna for no valid LTAS data at PDL remains under investigation and a workaround is in place.  DR (MWO#1116486) on the Data/Comm Switch LCC#2 experiencing hang-ups or slow downs.  A workaround is in place and the system is being monitored.  DR 45561 on the forward link experiencing COMSEC drops.  Shuttle Forward Link (SFL) #2 is prime during KSC commanding.  Corrections have been made and are waiting to be tested.  DR (MWO#1064277) on DCX4 experiencing Blue Screen of Death (BSOD) remains under investigation.  A workaround is in place.  Staffing is the same as it was for STS-117.  Facilities are green.  Ms. Blizzard stated that MILA/PDL are ready to support STS-118.
G. KSC Communications Data and Switching Center (CD&SC).  Ms. Monique McLamb provided a KSC status.  There are no hardware and software changes and no open DRs.  Staffing remains the same.  There is no open work other than NTR transition.  Facilities are green.  There is no open work other than NTR transition.  The new satellite communications equipment at the Transoceanic Abort Landing (TAL) sites was used to support STS-117.  Mr. Bangerter asked were there any reports of problems and Ms. McLamb replied that everything went well.  Ms. McLamb stated that KSC CD&SC is ready to support STS-118.
H. DFRC.  Ms. Linda Hodges provided a DFRC status.  Ms. Hodges reviewed the hardware changes.  The ATF-1 system upgrades will begin on July 9, 2007.  The PSS deployment to certify ATF-1 will not occur until after STS-118.  ATF-2 will support STS-118 and ATF-3 will be backup.  Ms. Hodges reviewed the software changes.  The Radar Information Processing System (RIPS) has been removed from operational status until it is recertified.  A software patch was installed to mitigate a time bias error realized during STS-117.  The patch was successfully tested during STS-117.  Mr. Jones stated that DFRC needs to reassess its support status for STS-118 in light of the problems with the Data Enhancement System (DES) and RIPS during STS-117.  Mr. Bangerter stated that during STS-117, the RIPS system experienced a timing problem that caused the Radar data at KSC to be invalid.  A software patch was installed and the problem did not reoccur on subsequent passes.  Ms. Dent asked if there is an alternative to RIPS.  Mr. Bangerter responded the DES is the alternative.  He noted that the DES and the RIPS run in parallel, but the DES is an old system.  Ms. Hodges stated that the reason this is an issue is because between orbit 209 and 210, the DES had an unexpected reboot.  A DR was opened.  Mr. Bangerter noted that the RIPS was used to support landing.  Mr. Jones explained that the initial intent was to conduct engineering passes with the software patch on the RIPS to reestablish confidence, but since the problem with the DES, the entire situation needs to be reevaluated.  He noted that when the DES goes down, it takes everything out.  Mr. Jones was assigned a RFA to formulate DFRC’s RIPS/DES posture for STS-118 and present it to GSFC and JSC (STS-118 ORR RFA-01).  Ms. Hodges stated that Configuration Change Request (CCR) 3503 is open for the ATF- upgrades.  Ms. Hodges reviewed the open DRs.  DR 1520 on the RADAR/Camera problem for no zoom or focus control.  A workaround is in place and the item is expected to be repaired before STS-118.  A second unit is green and available.  DR 1535 on the RIPS time bias problems.  Software patch is waiting engineering testing.  DR 1539 on the DES unexpected reboot remains under investigation.  There is no change in staffing from STS-117.  Facilities are green.  Mr. Jones stated that DFRC can support, but the facility status is yellow until the RIPS/DES issue is addressed.
Mr. Aquino stated that there was an issue with the UHF Delay Verify function during the STS-117 L-1 Day checks.  He explained the UHF delay function and noted that it works in a manual or automatic mode.  He stated that the automatic UHF delay did not work during L-1 Day checks and the system had to be operated in the manual mode.  The system had worked on previous missions.  Mr. Aquino stated that the issue is why the automatic UHF delay did not work during the L-1 Day checks.  Ms. Dent asked is the issue documented.  Ms. Smith responded that JSC opened an Anomaly Report (AR) on this item and it is noted in the ND’s Daily Report.  There was not enough time to include the issue in this ORR package.  Mr. Bangerter stated that the ORR package will be updated to include issues that were not included in the package.  Mr. Douglas stated that NISN has verified that the UHF delay and the forward link voice circuit are on the same bundle for NTR.  Mr. Reese was assigned a RFA to determine why the automatic UHF delay did not work during the STS-117 L-1 Day checks (STS-118 ORR RFA-02).
Ms. Butler asked were there any other issues on STS-117.  Ms. Smith stated that there was a problem with Convoy Commander voice loop between DFRC and KSC and an issue involving the weather aircraft support at DFRC.  Mr. Honeycutt stated that Convoy Commander voice issue remains under investigation.  He noted that a test needs to be established with the LCC to work this problem.  Mr. Honeycutt accepted an action item to investigate the problem with the Convoy Commander voice circuit between DFRC and KSC (action item STS-118-ORR-07).  Mr. Calhoun stated that the issue with the weather aircraft was a procedural matter.  DFRC had to wait for the go ahead from JSC to establish the communications mode.  Once DFRC received authorization from JSC, DFRC patched the communication link to the weather aircraft.  He noted that this procedure should be included in the NOSP.  Mr. Bangerter noted that an ISI would be issued for STS 118 to define the procedure, and the NOSP would be updated after STS-118.  Mr. Fred Pifer was assigned an action item to issue an ISI for STS-118 that defines the procedure for communications between DFRC and the weather aircraft, and to update the NOSP after STS-118 (action item STS-118-ORR-08).  Mr. Douglas stated that there was another issue at DFRC involving the routing of the 192 kbps data to MILA.  He noted that it was not in the script for the data to be routed to MILA, so both of DFRC’s SCDs were configured to flow to JSC.  He stated that this is a matter of ensuring that the scripts for landing at DFRC has the correct information for routing data to MILA.
Mr. Calhoun accepted an action item to update the Launch Count ISI to include the appropriate destination codes to use for landing at DFRC (action item STS-118-ORR-09).
I. AFSCN.  Lt. Uriah Tobey provided an AFSCN status.  Lt. Tobey reported that there are no hardware or software changes and no open DRs.  The data interface for STS-118 will remain at OAS.  There will be 13 operators on staff for STS-118.  The number of certified personnel will be reduced from 9 to 6 as a cost saving measure since the scope of work has gone down.  Facilities are green.  Lt. Tobey stated that the AFSCN is ready to support STS-117.  Mr. Bangerter asked how will reducing the number of certifications impact AFSCN support if the Space Shuttle requires 24/7 support.  Lt. Tobey replied that the new contract specifies that a Space Shuttle Subject-matter-expert (SME) be on call if needed.  Mr. Riley asked about the auto track problem that occurred at Diego Garcia.
Lt. Tobey stated that the auto track problem was attributed to a hardware problem which was corrected.  A Mission Impact Report (MIR) was opened on the problem and it was closed after the problem was corrected.  Mr. Bangerter stated that the ORR package should be updated to include the MIR.
J. ER Resources.  Mr. Mike Gawel provided an ER resources status.
1. ER radar Telemetry (includes JDMTA and TEL-IV).  Radar JDIC is fully mission capable. There are no software upgrades.  Three open DRs on the Flight Operations Version (FOV)-1 software remain open.  All personnel are trained and certified.  Facilities are green.

2. Western Range (WR).  There are no hardware or software upgrades and no open DRs.  All personnel are trained and certified.  Radar VDBC is down for pedestal overhaul and corrosion control.  Estimated Time of Return to Operation (ETRO) is July 31, 2007.  Facilities are green.

3. White Sands Missile Range (WSMR).  There are no hardware or software upgrades.  There is one open DR on the Teletype (TTY) circuit.  A workaround is in place.  This item is under investigation.  Mr. Honeycutt stated that he believes this item has been resolved.  Mr. Gawel accepted an action item to check into whether the teletype circuit issue can be closed (action item STS-118-ORR-10).  All personnel are trained and certified.  Facilities are green.

4. DFRC Radars.  There are no hardware upgrades.  Mr. Gawel restated the software problem with the RIPS system and the status of DR 1535.  All personnel are trained and certified.  Facilities are green.

5. WLPS Radars.  There are no software or hardware upgrades and no open DRs.  All personnel are trained and certified.  Facilities are green.

6. Readiness.  Mr. Gawel stated that ER resources are ready to support STS-118.
K. FDF.  Mr. Pepper Powers provided an FDF status.  FDF completed the new SpectraLogic T-24 tape library backup system for the open IONet.  One attitude server was removed from the Closed IONet.  Installation of the Windows Server Update Services onto both the Open and Closed IONet was completed.  Replacement of two older J200 servers with newer C3700 servers will occur after STS-118.  The NXP and GTDS software packages were updated.  Staffing is in place for the mission.  As with STS-117, FDF will be eliminate one 8-hour shift each day during the crew sleep period while Space Shuttle and ISS are docked.  Acquisition data will be provided prior to the start of the unstaffed time period.  Procedures have been developed in case of an emergency.  There is no open work.  Facilities are green.  Mr. Powers stated that the FDF is ready to support STS-118.  Mr. Riley asked about the orbit number errors.  Mr. Powers replied that operator error was the problem.  Mr. Bangerter asked for a report of the problem.  Mr. Powers accepted an action item to provide Mr. Bangerter with a report on the orbit number errors (action item STS-118-ORR-11).
L. WSSH.  Mr. Darrell Shoup provided a WSSH status.  Mr. Shoup stated that there are no hardware changes.  A software malfunction occurred during STS-117 that resulted in an antenna being configured incorrectly.  A corrective action has been recommended to address this issue.  There are no open DRs, staffing changes, or open work.  Mr. Shoup stated that an ISI will be issued for STS-118 to include procedures for stowing the SDO antenna.  Facilities are green.  Mr. Shoup stated that WSSH is ready to support STS-118.
ADDITIONAL COMMENTS
A. Mr. Aquino stated that there was a Transponder-5 configuration issue after launch that caused a loss of crew time.  A Working Group has been formed to address this issue.  Participants include GSFC TV and Houston TV personnel.  Mr. Aquino stated that this issue should be documented in the ORR package and the MOD FRR package.  Ms. Dent requested that the ORR package be updated to note the STS-117 anomalies and resolutions.  Ms. Smith was assigned an action item to include a page in the ORR package to note STS-117 anomalies and resolutions (action item STS-118-ORR-12).
Mr. Schenk stated that the GSFC TV status should be included in the ORR package.
B. Mr. Aquino stated that there numerous dropouts on TDRSS during landing.
Mr. Gonzales was assigned an action item to investigate the TDRSS dropouts that occurred during landing (action item STS-118-ORR-13).
C. Ms. Smith asked Mr. Bangerter if he intended to address the WSSH recommendation regarding the antenna.  Mr. Bangerter stated that the issue is about alleviating problems with finding the antenna in azimuth just before launch.  He noted that the antenna is not checked ahead of time because of funding cuts.  Ms. Dent stated that a chart should be included in the ORR and MOD FRR packages that identifies all risks resulting from budget cuts.  Mr. Bangerter accepted an action item to include a chart in the in the ORR and MOD FRR packages that identifies all risks resulting from budget cuts (action item STS-118-ORR-14).
REVIEW BOARD CERTIFICATION
The STS-118 ORR Review Board signed the Certificate of Flight Projects Directorate Networks Readiness certifying that with successful completion of flight readiness preparations and closure of associated action items, all integrated network elements are ready to support the STS-118 flight.
RFA REVIEW
The following RFAs were assigned at the June 26, 2007 STS-118 ORR:
STS-118-ORR RFA-01:
Dave Jones/DFRC/NASA
ACTION:
DFRC DES system status questionable due to self reboot during STS-117.  RIPS system problem during STS-117 (timing) was fixed but DFRC may recommend further testing for confidence for STS-118.  DFRC will formulate RIPS/DES posture for STS-118 and present to GSFC and JSC.
Due Date:
07/06/07
Response:

Status:

STS-118-ORR RFA-02:
Norman Reese/GSFC/HSF

ACTION:
Automatic UHF delay did not work at DFRC during STS-117 L-1 day checks and system had to be operated in manual mode.  System worked on previous missions.  Determine why automatic UHF delay did not work during STS-117 L-1 day checks.
Due Date:
07/06/07

Response:


Status:


ACTION ITEM REVIEW
The following action items were assigned at the June 26, 2007, STS-118 ORR:

STS-118 ORR-01
Melvin Calhoun/GSFC/HSF

Action:
Provide Ms. Melissa Blizzard with a due date for inputs to the NOSP DCN4.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-02
Bob Gonzales/WSC

Action:
Check into whether a replacement TWTA is available for the composite downlink TWTA on TDRS-5 and develop a plan for a swap-out.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-03
Mark Harris/WFF

Action:
Coordinate with Mr. Melvin Calhoun to schedule the playback of the OD and SSME data to JSC.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-04
Mark Harris/WFF

Action:
Provide a plan for closing DR#44437 (Problem with Slaving computer re-booting spontaneously) prior to STS-118, if problem does not reoccur.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-05
Mark Harris/WFF

Action:
Provide a date for the installation of the Dewitt monitor and control software version 6.2.4

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-06
Randy Honeycutt/GSFC/NISN

Action:
Advise Mr. Jim Bangerter whether NISN plans to continue investigating the SCD hang-up problem at DFRC.  Issue an ISI for the workaround procedure for STS-118.  After STS-118, include workaround procedure in NOSP until issue is resolved.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-07
Randy Honeycutt/GSFC/NISN

Action:
Investigate problem with the Convoy Commander voice circuit between DFRC and KSC

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-08
Fred Pifer/GSFC/HSF

Action:
Issue an ISI for STS-118 that defines the procedure for communications between DFRC and the weather aircraft.  After STS-118, update NOSP to include procedure.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-09
Melvin Calhoun/GSFC/HSF

Action:
Update the Launch Count ISI to include the appropriate destination codes to use for landing at DFRC.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-10
Mike Gawel/ER

Action:
Check into whether the teletype circuit issue between GSFC and WSMR can be closed.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-11
Pepper Powers/GSFC/FDF

Action:
Provide Mr. Jim Bangerter with a report regarding the problem with orbit numbers in FDF.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-12
Cheryl Smith/GSFC/HSF

Action:
Include a page in the ORR package to note STS-117 anomalies and resolutions.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-13
Bob Gonzales/WSC and Mike Marsh/JSC/GC

Action:
Investigate the numerous TDRSS dropouts that occurred during STS-117 landing.

Due Date:
07/18/07

Response:


Status:


STS-118 ORR-14
Jim Bangeter/GSFC/ND

Action:
Include a chart in the ORR and MOD FRR packages that identifies all risks resulting from budget cuts.

Due Date:
07/18/07

Response:


Status:
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