	STS-125/400 ORR 08/19/08 -- (Cheryl Smith)

	AI No.
	Assignee
	Action
	Due Date
	Response
	Status

	STS-125 ORR-01
	Cheryl Smith/ GSFC/ HSF
	Provide an STS-125 staffing plan (to include staffing mitigations).
	09/19/08
	09/15/08:  The SMM and GNOM schedules for STSf-125 have been developed with days off noted. Each SMM and GNOM will have one day off during STS-125 by utilizing other certified and knowledgeable personnel.
	Closed

	STS-125 ORR-02
	Todd Sanders/ GSFC/ NASA
	Provide an annual PM status for Building 3/13/14 UPS and Building 25 backup OCR.
	09/05/08
	09/15/08:  The following is the PM for UPS systems:

-  PMs for UPS systems in Building 3/13/14 are scheduled for 09/29/08 thorugh 10/03/08

-  Annual PM for Building 25 UPS systems are scheduled for 10/01/08

-  Annual PM for Building 28 UPS systems was completed on 09/15/08

=  Annual PM for Building 32 UPS systems is scheduled for November.  The semiannual PM was completed in May2008.
	Closed

	STS-125 ORR-03
	Cheryl Smith/ GSFC/ HSF
	Verify and correct (as necessary) the staffing Deltas for the SMMs (NIC).
	09/05/08
	09/02/08:  Verified the Delta for the SMM’s is one, ORR package has been updated 08/31/08
	Closed

	STS-125 ORR-04
	Mark Harris/ WFF
	Provide UPS PM dates.
	09/05/08
	Last UPS PM was performed on 7/23/08. Next due date is 10/02/08 (will be completed early).
	Closed

	STS-125 ORR-05
	Ray Boatwright/ MILA
	Provide an update on the PDL ACU installation.
	09/05/08
	09/05/08:  As of 09/05/08 the PDL Antenna Control Unit (ACU) properly processes IIRV and INP data. The Engineers believed it would properly process LTAS data but we need to actually process LTAS to verify this is true. We had a test with MILA scheduled 09/03/08 to process LTAS data from MILA during a LANDSAT-5 Ranging Support. Unfortunately the T-1 between MILA and PDL was down from 09/03/08 1402Z to 2137Z and we were unable to test the LTAS data processing. 

We tested LTAS data from the Eastern Range (ER) today, 09/05/08 at 1400Z

After the ER LTAS run data was analyzed it was determined the PDL ACU serial card buffer is causing delay in processing TLAS data. The vendor, TCS, sent a software patch that did not correct the problem. We have contacted the vendor and requested on site support to resolve this problem. TCS is continuing to work with us remotely to resolve the problem. 

We can use MILA LTAS data to conduct further tests of the ACU. Unless hurricane Ike threatens our location we will continue to work on ACU. 

The ACU will operate properly for IIRV and INP. LTAS is NOT operating properly. We are confident we can accomplish the LTAS test that will complete our operational testing and checkout of the ACU before STS-125 TCDT.
09/10/08 PDL Antenna Control Unit (ACU) has completed Engineering acceptance testing and has been released for normal operations. ACU properly processes IIRV, LTAS, and INP data. PDL has successfully tracked 3 Land-Sat-5 events. We also have STA/PSS runs scheduled for 22, 24, and 25 September. The problem with LTAS processing was resolved by the vendor TCS correcting the LTAS processing software.
	Closed

	STS-125 ORR-06
	Cheryl Smith/ GSFC/ HSF
	Conduct a teleconference to determine if there are network entities requiring engineering passes on STS-125 (note-WSC has expressed an interest in HDRS replacement engineering passes).
	09/30/08
	09/02/08:  Telecon scheduled with Network for 09/17/08.

09/19/08:  Change due date to 09/22/08, due to Hurricane Ike closure of JSC.

09/25/08:  M. Calhoun – The STS Network Engineering meeting was conducted on Monday, 22 September 2008.  There no requests for engineering support from any of the GN sites.  The only request they made was for a 2-way proficiency pass sometime during the mission.  They have requested at least one pass.  MILA is requesting two 2-way supports if possible.   The GN as a whole feels that this should be a common practice for all future STS missions. Just in case they are called upon to provide this service.  STS-125 GC Frank Stolarski was advised of the requests and he saw no reason why they could not be accommodated. He further indicated that the passes would probably occur during the sleep period of the STS-125 crew. The SN was not present at the meeting, however, I will be getting with them today about possible engineering support requests for the upcoming mission.  Change due date to 09/30/08.

10/01/08:  At the STS-125/400 RFA Closure Meeting, Mr. Bangerter stated that this will roll over to STS-126.  Follow-up will be conducted with the SN.  It will become common practice to poll the network entities to determine if there are any engineering pass/testing requirements  STS-126 Guam testing items and ESTL support needs to be discussed.  This item is CLOSED.
10/2/08 – Melvin Calhoun:  Spoke with Roy Warner and he indicated that he would like to have a few engineering passes during the upcoming STS mission.  The details will be provided to the lead JSC GC for STS-126.  They wish to test out the 48mb capability of the HDRS. 
	Closed

	STS-125 ORR-07
	Bob Gonzales/ WSC
	Provide data illustrating the difference in time provided by the UPS in GREEN vs. YELLOW status.
	09/05/08
	08/21/08:  The loss of batteries affects the length of time that the batteries can maintain the load.  The batteries when they were new could support the tech load for ~2 hrs.  The current capacity of the batteries is unknown.  The only way to know is to perform a capacity test.  Since the batteries are at “End of Life” a capacity test at this time would only make matters worse.  

Facilities estimates that we probably have ~15 minutes of battery for the current tech load, (this is a best guess and things change quickly if a cell in a battery string starts to fail).  The load is evenly distributed between the 3 UPS modules and their respective batteries and  even if a battery string fails the other 2 modules/batteries are available.  15 minutes does not sound like a lot of time but it is typically the design criteria for most UPS systems; that would be a 15 minute battery at full load.  This is why we have extended run times with a new battery since we are not operating at full system capacity.

During normal operation the UPS feeds the tech load and charges the batteries.  In the event of a power interruption the UPS will discharge the batteries until power is restored to the input of the UPS whether it be El Paso Electric or the generator system.  If there is a power interruption of significant  magnitude the Switchgear will start the generators and transition all loads, including the UPS to generator power.  This typically takes about 10 seconds at WSGT.
	Closed

	STS-125 ORR-08
	Monique McLamb/ KSC/ NASA
	Provide information on the KSC CD&SC UPS battery contingency plan.
	09/05/08
	09/16/08:  Batteries have been replaced, and the last PM was on 09/12/08.
	Closed

	STS-125 ORR-09
	Mike Marsh/ JSC/ GC
	Review the Flight Rules for mention of the two deactivated ER radars.
	09/05/08
	09/30/08:  Bob Culbertson closed the action today at the 125 ORR RFA Closure meeting. His response was that JSC is changing their Flight Rules to reflect that 2 of 5 C-bands are required vice 2 of 7.  Mr. Bob Culbertson stated that the ramifications of the change in radars is understood.  A CR is being submitted to change the Flight Rules and update the table.  This item is CLOSED.
	Closed

	STS-125 ORR-10
	Cheryl Smith/ GSFC/ HSF
	Contact Mr. Mike Gawel to determine if there have been any changes to the ER portion of the ORR presentation.
	09/05/08
	09/02/08:  C. Smith verified with Mike Gawel that the ER ORR presentation was still valid, no changes needed.
	Closed

	STS-125 ORR-11
	Lt. David Heinz/ AFSCN
	Provide an update on the hardware string addition at KAFB.
	09/30/08
	09/09/08:  Lt. Heinz:  The hardware string (string 2) is identical to the hardware strings used at SOC-96 for previous shuttle supports.  The string configuration utilizes the 505 and ACM.  The 505 has been validated during a Delta-II booster data flow test.  A final test to validate the ACM’s configuration to communicate with the ARTS site still needs to be conducted.  This test will be conducted during the week of 15 Sep 08 at which point the string will be considered fully operational.
09/30/08:  The test verifying the ACM’s configurations to communicate with the ARTS was successfully conducted during the GOES-O DFT on 09/29/08.  The fourth hardware string is now fully operational.
	Closed

	STS-125 ORR-12
	Kevin McCarthy/ GSFC/ NASA
	Determine when the CO will issue a letter authorizing rebadging of contractor personnel for the contract extensions.
	09/05/08
	08/19/08: Mr. Sage (NENS/SCNS CO) spoke with DJ concerning the badging issue yesterday.  I requested that Honeywell provide me with a list of names for those individuals that have the highest priority for a badge on October 9th.  This list will hopefully facilitate a smoother badging process, so security is not wasting their time on the non-critical badges early on in the process.  I have left voicemails with Rhonda McCarter (GSFC Security) and Bill Riddle (KSC Security) to discuss the process for re-badging.  Steve Currier spoke with both of them within the last couple weeks and they expressed a desire to talk with the Contracting Officer.  When I (Sage) speak with them, I will make sure they are aware of the critical nature of this request. 

09/26/08:  It was reported at the HSF Morning Meeting that a letter authorizing rebadging of contractor personnel for the contract extensions has been issued..
	Closed

	STS-125 ORR-13
	Jim Bangerter/ GSFC/ NASA/ ND
	Provide an update on the transition of the WSSH RAD (to include roles and responsibilities for RAD operations and trouble reporting).
	09/26/08
	09/5/08:  Details to be discussed at the September 08 NSG.  Change due date to 09/12/08.
09/11/08:  NSG cut short by Hurricane Ike.  Change due date to 09/19/08.

09/19/08:  Change due date to 09/26/08.

09/26/08:  NISN will be responsible for monitoring the WSSH circuits and to maintain the RAD channel bank through STS-126. NISN will be the POC for WSSH circuit outage reporting but will only be responsible for troubleshooting outages up to the STGT PoP(their demark point). The Com MGR will receive outage reports. Once NISN clears their circuits(if the outage remains) the ComMGR will notify the SMM who will then be responsible for contacting the POCs at WSTF and WSMR and then become the POC for the restoral/RFO and provide input to the COMMGR on RFO/restoral info. WSTF and WSMR will provide POCs to the SMM and an appropriate ISI will be issued.
	Closed

	
	
	
	
	
	

	STS-400 ORR-01
	Melissa Blizzard/ GSFC/ HSF
	Investigate the option of providing an additional CLOSED IONet OD line to MSFC for STS-400.
	09/05/08
	09/05/08:  Complete. Additional line activated and tested during the STS-125/400 Dual Orbiter sim on 09/05/08.
	Closed

	STS-400 ORR-02
	Mike Marsh/ JSC/ GC
	Provide a response as to whether Soyuz will launch should the STS-400 launch be called.
	09/05/08
	09/26/08:  Based on launch date changes, this is no longer a concern.
	Closed

	STS-400 ORR-03
	Jim Bangerter/ GSFC/ NASA/ ND
	Contact ER management to determine the radar support scenario for Soyuz should the STS-400 launch be called.
	09/05/08
	9/05/08:  Mr. Bangerter received confirmation from the ER that they will support Soyuz, regardless of STS-400
	Closed

	STS-400 ORR-04
	Melissa Blizzard/ GSFC/ HSF
	Determine if there are any STS-400/Soyuz radar support resource conflicts.
	09/05/08
	09/05/08:  There is no potential launch conflict with a nominal launch of STS-400 on 10/15/08 and a Soyuz 17 launch on 10/12/08. ER confirmed they will support both STS-400 and Soyuz 17 if need be.
	Closed

	STS-400 ORR-05
	Lt. David Heinz/ AFSCN
	Determine if COOK and PIKE RTS can be added for STS-400 support.
	09/05/08
	09/09/08:  Lt. Heinz:  COOK and PIKE can be used for STS-400 support.  It is important to note that COOK and PIKE will only have visibility of STS-400 if it is on the descending node when landing.  There is approximately an 8 hour gap between visibility groupings due to the inclination of the shuttle.  COOK will have a maximum of 20 degree elevation and PIKE will have a maximum of 17 degree elevation when supporting the shuttle during STS-125/400.
	Closed

	STS-125 ORR-RFA-001
	Cheryl Smith/ GSFC/ HSF
Bob Gonzales/ WSC
	WSGT HRDS Testing:  Provide a plan for testing with the assurance that testing will not happen without permission from STS during the mission.  Non-impacting testing could be preformed with STS permission only.  For post SN Ver/val, during the mission freeze, no configuration changes should be made (per the Freeze Policy).
	9/15/08
	09/25/08:  The HRDS replacement switch is currently installed at WSGT.  It is planned that signals to/from the legacy switch will be migrated to/from the HRDS-R through Launch -24 hours.  WSC will ensure that data paths specific to STS support will be moved either prior to the mission freeze or following the freeze to ensure compliance with the mission freeze policy.  Paths that may be moved during the freeze period will be supported with a Freeze Exemption Request.  Customer data testing will be supported during the mission using local support instructions/test plans.  Any STS mission specific testing will be coordinated with JSC prior to execution.  Awaiting confirmation of closure from initiator.

10/01/08:  Ms. Madeline Butler agreed to close this RFA at the STS-125/400 RFA Closure meeting on 09/30/08.
	Closed

	STS-125 ORR-RFA-002
	Cheryl Smith/ GSFC/ HSF
	Application of Virtual Spacecraft during STS-125/HST Docked and Prox Ops:  Describe plans to use virtual spacecraft during STS-125/HST docked and prox operations in order to mitigate/minimize single access antenna contentions.
	
	08/19/08:  Further discussions clarified the need for consideration. 

10/01/08:  At the STS-125/400 RFA Closure meeting on 09/30/08, Mr. Roger Flaherty agreed to close this RFA.  Mr. Bangerter stated that this issue may be brought up again during the STS-125 Delta ORR due to additional customers coming online. .
	Closed

	STS-400 ORR-RFA-003
	Cheryl Smith/ GSFC/ HSF
	STS-400 Operations Staffing Risk:  There is no risk or contingency staffing plan for a required STS-400 launch (which could entail a 25-day mission extension); provide a staffing plan to include mitigations
	
	09/16/08:  RFA response:  The SMM and GNOM schedules for STS-400 are attached and time off has been mitigated utilizing other certified and knowledgeable personnel.  Additionally two SN NOM’s have been identified as supplemental personnel should they be needed. Honeywell Management personnel will be on duty in the NIC 24x7 should the STS-400 mission be called up.  MILA has identified additional Engrs to support launch. FDF has additional personnel  to support L-6 hrs to L+2. Dryden will supply an additional S-band Operator, Data rack operator and Range Control Officer for STS-400.  All other stations are 24x7 no staffing issues.  Awaiting confirmation of closure from initiator.

10/01/08:  Mr. Kevin McCarthy agreed to close this RFA.  Mr. Morse stated that this will need to be reviewed again when STS-401 (rescue mission) is scheduled.
	Closed
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