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WELCOME

Mr. Joe Wonsever, Chairperson, convened the November 1, 2006, STS-116 Operational Readiness Review (ORR) to review the Integrated Network’s (IN) readiness to support the launch of STS-116 (refer to the presentation package, STS-116 GSFC Operational Readiness Review).  Mr. Wonsever stated that in addition to his duties as Chairperson, he was conducting the meeting for Mr. Jim Bangerter, Human Spaceflight (HSF) Network Director (ND).
Mr. Wonsever introduced the review board.  The review board for the STS-116 ORR was:

· Mr. Josef Wonsever, Chairperson, GSFC, Chief, Systems Review Office, Code 301

· Mr. Scott Greatorex, GSFC, Chief, Networks Integration Management Office,
Code 450.1

· Ms. Madeline Butler, GSFC, Deputy Chief Engineer, Code 500

· Mr. Eric Isaac, GSFC, Associate Chief, Mission Engineering and Systems Analysis Division, Code 590

· Gary Morse, KSC, MILA Station Director
· Mr. Joe Aquino, JSC, Manager, Space Communications Integration Office

· Mr. Harry Schenk, NENS Senior Technical Consultant

INTRODUCTION
Ms. Lesley Rahman provided an introduction to the STS-116 ORR.  The ORR is conducted to assess the readiness of the IN to satisfy the requirements of the STS-116 mission.  The ORR review board focus includes Flight Anomaly Resolution, new requirements since the last Space Shuttle mission, significant changes to the network since the last mission, data to demonstrate flight readiness of the Program Requirements Document (PRD) requirements, status of open work, constraints to flight, and risks/mitigations.  Ms. Rahman provided a definition and outlined the difference between Requests for Action (RFA) and Action Items (AI).  Ms. Rahman outlined the series of reviews (including ORRs, Flight Readiness Reviews [FRR], and Stage Operations Reviews [SORR]) held in preparation for a Space Shuttle mission.
STS-116 MISSION OVERVIEW

Ms. Lesley Rahman provided an STS-116 overview.  The launch is scheduled for No Earlier Than (NET) December 7, 2006.  The launch vehicle is Discovery.  Discovery will deliver and the crew will install the third truss segment.  Based on the performance of the External Tank (ET) TV on STS-121/-115, the Space Shuttle Program (SSP) has waived the daylight launch constraint for this mission.  The daylight launch constraint will be reviewed on a mission-by-mission basis.  Ms. Rahman reviewed the International Space Station (ISS) Assembly Sequence, highlighting the STS-116 mission placement in the sequence and noting that there have been updates to the sequence (e.g., STS-117 moving into March 2007).  Ms. Lesley Rahman accepted an action item to update the ISS assembly chart of the ORR presentation (action item STS-116-ORR-01).  (Editor’s Note-Updated the ISS assembly sequence per B. Marriott's message and launch schedule dated 10/31/06.  This item is CLOSED.)  Ms. Rahman reviewed the IN coverage, highlighting the Extra Vehicular Activity (EVA) timeline and ET T V coverage.
INTEGRATED NETWORK OVERVIEW
A. Anomalies.  Ms. Lesley Rahman provided an IN overview.  Ms. Rahman stated that the STS-115 mission went very well, noting that there were no In Flight Anomalies (IFA); although there were several other support anomalies during the mission. 
1. Guam TV.  There was a loss of lock on the TV signal at Guam caused by the Orbiter configuration for synchronous TV with asynchronous source selected on board the Orbiter.  The problem may be with the frame syncs at Guam.  Frame syncs have been shipped to the White Sands Complex (WSC) for shipment to Guam.  The frame syncs will be replaced in the next 2 -3 weeks and the replaced frame syncs will remain at Guam.  Ms. Madeline Butler asked if there is a specific schedule.  Ms. Rahman replied that it is difficult to provide an exact schedule as it is difficult to estimate when the units will arrive at Guam.  Mr. Roger Flaherty asked if the problem is an Orbiter or ground station configuration issue.  Ms. Rahman stated that it is not known yet and testing will continue.  Mr. Joe Aquino stated that the Johnson Space Center (JSC) does not suspect an Orbiter problem.  Ms. Rahman replied that the signal from the Orbiter is not within specifications.  Mr. Philip Liebrecht stated that testing needs to be conducted to get to the root cause of this problem and it may not be that the new equipment will solve the problem.  Ms. Rahman stated that Mr. Dick Nafzger is working with WSC and Guam to determine what can be done on the ground to improve the quality of the signal.  If nothing can be done on the ground to resolve the problem, it may be that JSC has to accept the current condition.  The current work is being done to determine if the frame syncs are the problem.  Mr. Aquino stated that the problem occurs during the switch on board from synchronous to asynchronous data and it may be a Guam problem.  Mr. Flaherty stated that testing should continue as this may not be a Guam problem.  Mr. Wonsever asked if JSC can accept the data quality as it is, should the problem not be resolved by the frame sync replacement.  Mr. Aquino stated that JSC can accept the data quality for STS-116.  Mr. Wonsever asked how the system will be configured should the new units not resolve the problem.  Ms. Rahman stated that the original units will be put back into the configuration.  Ms. Butler stated that the 2 – 3 week time frame for testing is very close to the mission.  Ms. Rahman stated that testing is scheduled to be complete by November 30.  The configuration on November 30 will be the mission configuration.  If necessary, support can be returned to the former configuration.  Mr. Scott Greatorex stated that the Radio Frequency (RF) Interface Control Document (ICD) needs to be addressed.  Mr. Gary Morse suggested that the current configuration not be broken and the ICD issue addressed.  If JSC accepts the current data quality, there will be more time in the March time frame to work the issue.  A decision is needed on the approach to be taken for this problem.  Messrs. Joe Aquino and Mike Marsh and Ms. Lesley Rahman accepted an action item to work with the INCOs to determine action/testing will be take place/be conducted on the Guam TV DL issue (action item STS-116-ORR-02).  Mr. Joe Aquino accepted an action item to update the STS RFICD with the signal value and characteristics that are actually found in the system and include agreement to live with existing incompatibility if JSC and GSFC agree to that path forward (action item STS-116-ORR-03).  Two RFAs (RFA 01 and RFA 02) were assigned against this item.
2. Channel 2 1024K Data Drops.  Channel 3 over modulation is suspected to have caused channel 2 1024K data drops.  This problem has been experienced on previous missions.  There is no further activity that the Space Network (SN) can take.  The over modulation is part of the on-board activity.  Mr. Flaherty asked why this problem has been classified as a SN issue.  Ms. Rahman stated that at the time of the problem, its exact cause was not known.  It has proven not to be a network problem.  Mr. Wonsever suggested that there be some form of advance notice to the network.  Mr. Bruce Schneck stated that an Interim Support Instruction (ISI) will be distributed.  Mr. Bill Gainey accepted an action item to write an ISI to handle the channel 2 1024K data drops (action item STS-116-ORR-04).  
3. Countdown and Status Receiver System (CASRS).  A modem failed at the Kennedy Space Center (KSC) during the STS-115 launch countdown affecting the countdown clock distributed by KSC to JSC.  A workaround has been developed.  New modems were installed at KSC and JSC and were validated/accepted.  A splinter session was held at the Network Support Group (NSG) meeting to discuss long-term solutions to this problem.  Mr. Aquino stated that this is not a network issue.  Mr. Morse stated that several entities are involved (KSC, JSC Wallops, etc.) and that the group formed will work on standards and requirements, including how this will affect Constellation.  The action was given to Mr. Bangerter to assume the leadership role as he provides the network integration method.  Ms. Rahman stated that the team (led by Ms. Cheryl Smith) will work the issue, make recommendations, and NASA HQ will have to make the final decisions.  Ms. Madeline Butler stated that center engineers will have to be involved and she will follow up on this issue as well.
B. Requirement Changes.  Ms Rahman stated that Santiago (AGO) has been added as a requirement for STS-116 and future missions.  The PRD is being updated.  AGO will support both command and telemetry.  Wallops is transitioning support to the 11-meter antenna.  The 7.3-meter antenna will be backup.  Digital vice analog recording will be used and the PRD has been changed.  There will be no RF verification of commands and Site Status Messages (SSM) will not contain certain items as in the past.  
C. Significant Network Changes
1. The Wallops 11-meter antenna will be used for Space Shuttle support.  The Wallops Front End Processors (WFEPS) have been replaced with Programmable Telemetry Processors (PTP) for the downlink.  The NCPS will still be used for commanding.  The 11-meter antenna operated in shadow mode for STS-115 and supported onorbit passes.  
2. The Dryden Flight Research Center (DFRC) is undergoing upgrades.  Aeronautical Tracking Facility (ATF)-1 and -3 antennas will support STS-116.  ATF-2 is being upgraded.  DFRC support is downlink only and ATF-3 onorbit support is on a best-effort basis.
3. The Eastern Range (ER) CORE communications backbone cutover has been completed.  End-to-End (ETE) testing was successful.

4. Small Conversion Device (SCD) software Release 6.1 has been installed on SCDs 2 and 4 at JSC and has been used for Network Services Assurance Plan (NSAP) Technology Refresh (NTR) testing and will be prime for STS-116.  SCDs 1 and 3 retain software Release 6.0 and will be backup for STS-116.  The Goddard Space Flight Center (GSFC) Network Integration Center (NIC) SCDs will be upgraded prior to the Terminal Countdown Demonstration Test (TCDT).  The NIC will be able to fallback to Release 6.0 if necessary (approximately 2 – 5 minutes).  Ms. Sue Hoge stated that the Flight Dynamics Facility (FDF) SCDs need to be upgraded.  Ms. Rahman stated that the FDF SCDs will be upgraded eventually.
5. The NTR transition is progressing.  The goal is to transition all Space Shuttle critical circuits prior to TCDT.  Those not transitioned by the TCDT will remain on NSAP.  NSAP circuits will remain through STS-116 for fall back.  The fall back is not automatic, but manual.  The NASA Integrated Services Network (NISN) completes its testing and then turns the circuit over for operational testing.  All three legs of the WSC-GSFC-JSC Closed IONet were tested.  A long-duration IP commanding test between MILA and JSC is planned for the November time frame (November 4 -6 or November 11 – 12, 2006).  This testing is dependant on KSC NTR implementation.  Mr. Richard Wegener stated that KSC has informed the network that it cannot be ready prior to November 10, 2006.  Ms. Monique McLamb stated that KSC has a manpower issue.  Mr. Bob Marriott stated that if KSC NTR is not ready to support the testing, then NTR should not be used as the primary KSC interface for STS-116.  A November 13, 2006, full network, loading test is scheduled.  If the date for KSC implementation slides to November 10, then the long-duration test and full network test cannot be conducted.  Mr. Aquino stated that this impacts NTR.  Funding has been allocated to retain the NSAP legacy circuits, but if the schedule slips, there will be an additional cost to the program to retain the legacy circuits for an additional period.  Ms. McLamb stated that the KSC voice circuits are ready, but the data circuits are not.  Mr. Morse asked that Ms. McLamb work with Mr. Doug England to reprioritize work at KSC to meet the NTR test schedule.  Mr. Gary Morse accepted an action item to escalate KSC NTR implementation schedule issues (action item STS-116-ORR-05).  Fifty-seven circuits were scheduled for transition prior to STS-116 and approximately three-quarters have been moved.  Mr. Morse stated that that number is only a portion of the approximately 400 circuits and asked when the full number is expected to be transitioned.  Ms. Vicki Stewart stated that the full complement is expected to be transitioned by the May 2007 time frame.  
6. Year End Roll Over (YERO) testing with GSFC, JSC, Marshall Space Flight Center (MSFC), and KSC was successfully completed on October 25, 2006.  Should the Space Shuttle launch slip and operations extend into the new year, JSC will have to take action to accommodate YERO.  The test verified the procedure would work.  All IN elements are prepared to provide nominal YERO support.  Many of the IN elements support other customers during YERO for their spacecraft.

D. Open Work.  Ms. Rahman stated that open work includes the NTR transition, Guam TV investigation, network verification testing, and the completion of nominal mission-specific documentation such as the ISIs.  Should additional ISIs (e.g., 1024K data drops) be required, they will be issued.
E. Freeze Plan.  Ms. Rahman reviewed the IN freeze plan.  The plan remains the same as for the last mission.

F. Potential Launch Conflicts.  Ms. Rahman stated that there are several spacecraft scheduled to launch within 10 days of STS-116.  These include Orbital Express, Minotaur/TacSat, DemoSat, and a JAXA mission.  The Expendable Launch Vehicle (ELV) projects have stated that should Space Shuttle launch on schedule, they will coordinate with the SSP to resolve conflicts.  Mr. Schenk commented that JAXA has agreed to no Tracking and Data Relay Satellite (TDRS) support if necessary for its spacecraft.

G. Risk/Mitigation.  Ms. Rahman reviewed 7 risks identified for STS-116.

1. Risk 1/Ponce de Leon (PDL) T-1 Failure.  This item has been carried over from the last ORR.  An equipment check has been performed.  A Joint Operations Procedure (JOP) has been developed.  A NASA decision is pending on the installation of a redundant, but not diverse T-1.  Ms. Stewart stated that she has a cost estimate to provide to Mr. Morse.  
2. Risk 2/NTR Transition.  NTR transition has been identified as a new risk.  An operational test plan has been developed and is being implemented.  A network fail over test is scheduled for November 13, 2006.  Ms. Rahman stated that the risk is low and the network is confident that any NTR transition problems will be identified during the testing.  
3. Risk 3/PDL Switchgear Cabinet Fire.  It is possible that the cabinet could catch fire and the recommendation is to replace the cabinet.  The replacement has been included in the Near Earth Network Services (NENS) Task Order (TO) 08 mod.  Mr. Morse stated that the mod has been funded, but priorities can change and the replacement is not scheduled for prior to STS-116.  
4. Risk 4/Flight Operations Version-1 (FOV1) Software.  A 20 percent data loss was experienced once, but has not reoccurred.  A workaround is in place.  The IN is working with the ER to increase the priority of the FOV1 software upgrade.  At this time, it is unlikely that the needed upgrade will be in place before 2008/2009.  The Distributed Range Safety Data (DRSD) software seems to experience fewer errors and has been tested and implemented.  
5. Risk 5/Vector Transmission Problems.  This risk has not changed and has been carried for several missions.  A workaround is in place.  The permanent solution is the implementation of Transmission Control Protocol (TCP)/Internet Protocol (IP).  NISN considers that FDF is under no pressure to implement TCP/IP.  The risk of the occasional dropped vector must be accepted as long as the transmission protocol is User Datagram Protocol (UDP).  Ms. Rahman recommended that this risk be accepted.  The question was raised as to the possibility of dropping the risk.  Mr. Morse stated that the team has been urged to include risks for historical purposes in case of failure in the future, so that a record exists as to why decisions were made.  This item has not been addressed due to budget.  The risk should not be dropped, but could be accepted and retained in the database.
6. Risk 6/TDS.  Should a problem occur with the delivery of Ground Network (GN) acquisition and tracking data, mission support could be impacted.  A workaround has been developed.  Mr. Warren Mitchell reminded the attendees that should a site not receive their data; the site must contact the FDF.  Ms. Butler asked if an ISI is required.  Mr. Morse stated that station Local Operating Procedures (LOP) are in place.  Mr. Mitchell stated that the procedure is in the Network Operations Support Plan (NOSP).  
7. Risk 7/11-meter Antenna Transition.  Wallops is on track to complete the changes.  Should the Engineering Change (EC) not be implemented, Wallops does not have the staff to operate in the hybrid configuration.  Mitigations have been identified, but it is expected that this risk will be closed prior to launch.  The range personnel used during STS-115 are no longer available, so supplemental staffing is not possible.  
8. Backup Slides.  Ms. Rahman provided a high-level overview of the STS-116 requirements/testing and STS-116 test schedules.  Ms. Butler suggested that slides containing blocks of color to indicate readiness should also include the appropriate letter (e.g., g for Green) so that the readiness level is apparent to those who have black and white copies.

INTEGRATED NETWORK ELEMENT STATUS
Representatives from the IN elements provided an element status and support readiness statement.
A. GSFC Base Utilities and Mission Support Facilities.  Mr. Tim McCain provided a GSFC facilities status.  He reported that the chilled water and steam are Go.  There are 3 commercial power feeds.  There are 7 diesel generators available and 6 are required.  All Building 3/13/14 UPS are Go.  Staffing will be the same as for STS-115.  Transformer 13 is out of service; however, two other transformers are available.  Temporary generators will not be stationed at Buildings 1 and 1A for this mission.  Ms. Stewart explained that with NTR, NISN services no longer go through Building 1.  No backup power is required.  Mr. Griffith asked if the failover to NSAP is automatic and Ms. Stewart stated that the failover is manual.  Failover to NSAP will occur, but not in Building 1.  Temporary generators will be stationed at Building 28 to support the FDF.  
B. Wallops.  Mr. Mark Harris provided a Wallops status.  The 11-meter antenna will be prime for STS-116.  The WFEP has been replaced with a PTP.  The NCPS will be used for commanding.  The 7.3-meter antenna will be backup.  The Dewitt SCC software version 6.2.0.0 Build 16 was installed.  The new build provides signal strength displays on the front screen and provides Shuttle scripts to help in switching support modes.  Discrepancy Report (DR) 43525 (antenna failed to move to IP) remains open.  This appears to be a one time problem that Wallops has not been able to recreate.  The antenna will be pre-positioned.  Various software builds have closed the remaining 11-meter antenna DRs.  Wallops experienced a two-person cut in staffing.  Ten personnel will be available for support.  Mr. Harris reminded the attendees that during STS-115, Wallops has access to 7 additional operators, but these personnel will not be available for STS-116.  The WFEP replacement is 85 percent complete.  The prime PTP is in place and being tested and the backup PTP is being worked.  Work on a third PTP for Space Shuttle Maine Engine (SSME) support is underway as well.  The estimated completion date is November 13, 2006.  Work on the 11-meter antenna certification is 85 percent complete.  The estimated completion date is November 13, 2006.  Documentation updates are on schedule.  All facilities are Go.  Mr. Wonsever asked if the project completion dates have a high probability of being met.  Mr. Harris replied that the dates should be met.  Ms. Rahman asked about the Wallops TR codes in that the codes are not like support for the 9-meter antenna.  Mr. Harris replied that TR codes were set up originally, but in the case of Space Shuttle support, the type of support is not known in advance many times.  Wallops developed script for the support.  There are two TR codes: one for launch and one for onorbit support.  These are basic codes and support parameter changes can be made real time.  Support requirements are provided via the prepass briefing.  Mr. Harris stated that Wallops is ready to support STS-116.
C. AGO.  Mr. Mark Harris provided an AGO status.  Mr. Harris reported that there are no operational, hardware, or software changes since STS-115.  There are no open DRs.  Staffing is the same as STS-115.  Four Shift Engineers are undergoing Space Shuttle On-the-Job Training (OJT).  An OJT completion schedule was not available.  Mr. Harry Schenk accepted an action item to determine when the AGO OJT will be completed (action item STS-116-ORR-06).  Ms. Rahman asked if the second PTP sent to AGO is being integrated.  Mr. John Hankinson stated that the PTP is scheduled to be tested November 7, 2006.  Mr. Harris stated that AGO facilities are a Go.  Mr. Aquino asked if AGO has been scheduled to support STS-116.  Mr. Frank Stolarski replied that AGO has been scheduled.  There are not many support requests due to the launch times and view periods.  Mr. Schenk stated that AGO can extend its hours if required.  Mr. Aquino stated that he was aware of the ability to extend support and the associated cost.  Future requirements will depend on Air Force Remote Tracking Site (RTS) future requirements.  Mr. Harris stated that Wallops will be requesting onorbit engineering passes.  Mr. Hankinson replied that the passes are being coordinated.  Mr. Harris stated that AGO is ready to support STS-116.
D. NISN.  Mr. Norman Reese provided a NISN status.  A new voice circuit has been installed between JSC and Cheyenne Mountain for the NORAD COORD.  SCD Release 6.1 has been installed on JSC SCD 2 and 4.  JSC SCD 1 and 3 will remain on SCD Release 6.0.  The NIC SCDs are scheduled to be upgraded.  The backup SCD at DFRC is scheduled to be upgraded to 6.1 prior to the TCDT.  The NTR transition continues.  NSAP will remain in place as backup for STS-116.  The fall back is manual and the time to fall back depends on the site.  NISN is working with the sites to characterize the fall-back times.  A full loading test is scheduled for November 13, 2006.  The NISN Trouble Reporting and Problem Notification process will remain the same for NTR.  NSAP and NTR services have the same service identifier; NTR services have an ‘N’ appended to the identifier.  Mr. Reese reviewed a table of NISN services transitioned to NTR and scheduled to be transitioned.  Some services are being expedited due to criticality.  All services that can be, will be transitioned prior to TCDT.  Those not transitioned by TCDT, will remain on NSAP.  Mr. Aquino reiterated that it is critical to the schedule and budgets that the KSC portion be completed as scheduled.  There is one open DR on the DFRC SCD port hang-up.  DFRC has installed self-terminating jacks to eliminate the electrical noise during patching.  Additional testing is scheduled.  An ISI will be issued to provide additional time to work any problems that may occur.  Staffing is the same as STS-115.  There is no open work other than NTR.  Facilities are Go.  Mr. Reese stated that NISN is ready to support STS-116.
E. GSFC NIC.  Mr. Greg Coombs provided a NIC status.  There are no hardware or software changes since STS-115.  There is an open DR on the MOSAR, but the MOSAR was successfully used to support Sealaunch.  The MOSAR problem is a known problem and there is an operational workaround.  Staffing is the same as STS-115.  There is no open work.  Facilities are Go.  Mr. Coombs stated that the NIC is ready to support STS-116.
F. SN.  Mr. Bob Gonzales provided an SN status. 

1. Mr. Gonzales stated that hardware work continues on the Line Outage Recorder (LOR) Replacement (LORR), Guam Data Interface System Replacement(GDISR), GDIS contingency support for Space Network Expansion (SNE) testing, and the SSAR-IF switch replacement.

2. Software delivery 06002 is tentatively scheduled for the December 1, 2006 time frame.  This delivery includes 15 fixes (SSAR-IF, LORR, and Front End Processor Replacement [FEPR]), but none are Space Shuttle related.  This date has a potential impact for the configuration freeze.  The workaround is not to deliver the software.  This would impact the SSAR-IF switch work.  The need date is December 14, 2006.  If the software is delivered to only one site, there will be a hybrid configuration.  Mr. Bob Gonzales accepted an action item to generate a plan for the SSAR IF switch and SN implementation (action item STS-116-ORR-07).  Software delivery M0601 delivers SSAR-IF and maintenance fixes.  Mr. Gonzales was asked to provide delivery or decision dates for the software delivery TBDs.

3. Mr. Gonzales stated that there are no TDRS fleet changes.

4. Mr. Gonzales reviewed the open DRs.  DRs are open against the USS (CDS40275, 43458, and 43578).  The problem is under investigation and there is a software fix identified to work around the problem.  WSC would like to do an ETN and test with the Electronic Systems Test Laboratory (ESTL) and then leave the capability in the system.  This would be new prior to STS-116.  Mr. Gonzales will provide dates for the implementation.  Several DRs are open against the DIS (CDS-40305, DR-46602, and DR46603).  Events experience slow connections for Space Shuttle video/data service paths.  Workarounds are in place via ISI.  There were no problems the last mission and this will continue to be monitored.  The White Sands Ground Terminal (WSGT) HDDR does not failover to the backup recorder (CDS-43446).  A manual failover is performed.  The LORR makes this item a low priority.  CDS 44037 is open on Guam ‘A’ video and CDS 44096 is open on Guam video.  CDS 44037 pertains to the Data Flow Engineer (DFE) reports of degraded video.  This item is under investigation.  Tests have indicated that this may be a frame sync problem.  GSFC has provided replacements.  This item is related to the Guam TV anomaly discussion and an action was assigned (refer to action item STS-116-ORR-02).  CDS 44096 refers to Guam TV dropouts on Guam A and B video equipment.  Mr. Gonzales stated that he believes this is different than the Guam ‘A’ problem.  There was a discussion as to whether the items are related.  Mr. Gonzales accepted an action item to review the 2 CDS entries, 44096 and 44037, and clarify problems and issues (action item STS-116-ORR-08).  
5. SN staffing remains the same.

6. Open work on the Guam TV and high-rate switch maintenance continues. 

7. Facilities are a Go.  Mr. Schneck noted that Guam support is supplied by the Navy and there are agreements in place.  Ms. Rahman stated that Guam goes to generator power at L-3 hours.  Mr. Schneck asked that the Guam facility status be reported in future presentations.
8. Mr. Gonzales stated that the SN is ready to support STS-116.

G. MILA/PDL.  Ms. Melissa Blizzard provided a MILA/PDL status.  MILA has replaced the azimuth pedestal bearing in the Ultra High Frequency (UHF) Teltrac antenna.  MILA has completed HVAC control upgrades and installed a Data Generator Replacement System (DGRS).  A second one at MILA and one at PDL will be installed after STS-116.  All software items are under test and can be backed out if testing is not successful.  The PDL Tracking Acquisition Processor (TAP) software is being upgraded as well as the Site Status Message (SSM) Sub-System Controller (SSC), RF Subsystem (RFS) SSC, and Remote Control Interface (RCI) software.  Ms. Blizzard noted that the TAP Launch Trajectory Acquisition System (LTAS) problem may not be corrected by STS-116 as shown in the presentation.  All the deliveries are separate and MILA can revert back to the STS-115 software.  The decision point as to which version will be used is the Shuttle Training Aircraft (STA) flybys.  Ms. Blizzard reviewed the open DRs.  The DQM occasionally experiences the Blue Screen of Death (BSOD) and there is an operational workaround.  The system is rebooted prior to a critical event.  The RFS is experiencing assertion errors and there is a workaround in place.  The TAP logger is closed when the antenna goes to standby and a workaround is in place.  A software fix is being tested and is scheduled to be in place prior to STS-116.  There was no valid LTAS data at PDL.  This item is under investigation and a workaround is in place.  One Operations Shift Supervisor is retiring and the replacement is in training.  There is no open work.  The facilities are Go.  Ms. Blizzard stated that MILA is ready to support STS-116.  Ms. Rahman asked if MILA has responded to the actions from the Failure Review Board.  Mr. Morse stated that the actions and recommendations are being coordinated over a 2-year period.  The PDL UHF item has been completed and other systems are being addressed.  The near-term fixes are complete.  Ms. Rahman stated that the Flight Directors (FD) will want an update at the STS-116 FRR and asked if Ms. Blizzard can provide an input for the FRR.  Ms. Melissa Blizzard accepted an action item to develop a chart/slides documenting MILA’s response and future plans in response to the recommendations from the Failure Review Board (action item STS-116-ORR-09).  
H. KSC CD&SC.  Ms. Monique McLamb provided a KSC status.  Ms. McLamb reported that the NASA debris radar will be the same as STS-115.  The 2121 modem checkout was successful.  Another 2121 modem will be acquired as a backup.  The MSFC modem remains a single-point-of-failure.  Launch Control Room 1 has been decommissioned and this launch will be supported from Launch Control Room 4.  There are no software changes or open DRs.  Staffing is the same as for STS-115 and the facilities are Go.  Ms. McLamb stated that KSC is ready to support STS-116.  Mr. Morse stated that the Mission Commander has reported that the Network Test Director (NTD) could be heard on Air-to-Ground (A/G)-1 loop.  Ms. McLamb stated that the problem is under investigation.  Ms. Blizzard stated that she is waiting on an answer as to whether MILA inhibited the lines as is supposed to be done.  An RFA was written on this issue (STS-116 ORR RFA 03).
I. DFRC.  Mr. Craig Griffith provided a DFRC status.  Mr. Griffith reported that the analog recorders will be removed from the ATF site; SCD 2 was replaced after STS-115; ATF-3 3.7-meter will be backup to ATF-1 for landing; and ATF 2.7-meter upgrades will be completed by November 10, 2006. Engineering passes have been requested to checkout ATF-2.  The DFRC Triple Simo enhancement is complete.  The SCD patch panel is being worked.  There are no software changes.  Mr. Griffith reviewed the Configuration Change Requests (CCR);  CCRs 3161 and 3419 are closed.  Mr. Griffith reviewed the open DRs.  DR 1424 pertains to the SCD port hang-up.  An ISI is in place as a workaround.  The ISI will remain in place until the patch panel upgrade is fully tested and implemented.  DR 1444 pertains to the RIPS C-band.  The new version has problems with the low-speed output.  A new version is being tested.  DR 1448 pertains to the DES lockup.  The problem cannot be isolated.  The system will be monitored.  DR 1449 pertains to the SCD 2 video display lockup.  The SCD has been replaced.  DR 1451 has been closed.  This problem was due to an operator error.  Mr. Griffith reviewed the closed DRs.  DFRC staffing remains the same.  All operators will be certified.  The facilities are Go.  Mr. Griffith stated that DFRC is ready to support STS-116.  
J. Air Force Satellite Control Network (AFSCN).  Lt. Uriah Tobey provided an AFSCN status.  Lt. Tobey reported that there are no hardware or software changes and no open DRs.  Staffing remains the same, although there is an effort underway to bring on and train more personnel.  An additional 5 personnel will be trained by the launch.  Facilities are Go.  Lt. Tobey stated that the AFSCN is ready to support STS-116.
K. ER Resources.  Mr. Mike Gawel provided an ER resources status.

1. ER radar and telemetry changes include the completion of the ER CORE communications backbone cutover.  There were no software changes.  There are open DRs against the FOV1 software and these issues are being worked.  All personnel are trained and certified.  The facilities are Go.  Western Range (WR) changes include the decommissioning of the PPMC radar.  There are no software changes or open DRs.  All personnel are trained and certified.  The facilities are Go.  White Sands Missile Range (WSMR) changes include the decommissioning of the WHSC radar.  There are no software changes or open DRs.  All personnel are trained and certified.  The facilities are Go.  DFRC software changes include a new software drop to fix the Rollover issue (DR 1444).  DR 1448 on the RIPS remains open.  All personnel are trained and certified.  The facilities are Go.  Wallops radars had no hardware or software changes.  There are no open DRs.  All personnel are trained and certified.  The facilities are Go.  Mr. Gawel stated that ER resources are ready to support STS-116.

2. Mr. Joe Aquino stated that there is an action on the ER to provide historical data on the radars for comparison with the JSC data to determine if there is actual support degradation or just the perception of degraded support from the C-band radars.  Mr. Aquino stated that JSC NAV has supplied data and it appears to JSC that there has been increasing problems with the C-band support, but JSC does not want to finalize that conclusion until it has the ER data for comparison.  Mr. Jerry Wolfe replied that he has not compiled that data yet.  Mr. Aquino reminded Mr. Wolfe that there is an action from the NSG.  Mr. Wolfe stated that he is still determining how to provide the data, so that the comparison is accurate.  Mr. Wolfe stated that DOD TRK has the action to provide 5 years of historical data and that the data is not readily available.  Mr. Aquino suggested that DOD TRK start by providing data for the last 3 missions.  Mr. Griffith stated that although the data is needed for the comparison, the collection of the data does not affect the ability of the radars to provide STS-116 support.  Mr. Wonsever agreed and Mr. Gawel stated that he understands the issue and will follow up.  Mr. Aquino stated that JSC should be receiving the ER daily reports as well.  Ms. Rahman stated that JSC is on distribution for that information.
L. FDF.  Mr. Pepper Powers provided an FDF status.  FDF has transitioned to the new database servers.  The servers operated in shadow mode during STS-115.  FDF has participated in the network simulations, NTR testing, and YERO testing.  The new servers have been used to support ELVs.  A new general computing server has been installed and the FDF Product center has been modified to use secure HTTP.  Other system work is ongoing and will be complete after STS-116.  A new item is the wiring of GSFC TV to the FDF UPS.  FDF has upgraded its Oracle software from 7.3.2 to 9i.  Fourteen software packages were upgraded and or recompiled.  The new database software operated in shadow mode for STS-115 and has been used for Space Shuttle simulations.  The new software is used daily for FDF supports.  There are no open DRS or open work.  All personnel are trained and certified.  Six are trained as shift leads and additional personnel are being trained for Space Shuttle support.  Mr. Powers stated that the FDF is ready to support STS-116.  
M. WSSH.  Mr. Ken Schaaf provided a WSSH status.  Mr. Schaaf reported that there are no hardware or software changes and no open DRs.  A UHF operator has retired and an agreement is being negotiated for a callback in case of a landing while the new operator is being certified.  The facilities are Go.  Mr. Schaaf stated that the WSSH is ready to support STS-116.  
REVIEW BOARD COMMENTS

Mr. Wonsever polled the review board for comments.
A. Mr. Gary Morse.  Mr. Morse stated that the team has captured the required items.  He complimented the team on the risk portion of the presentation.  The inclusion of the risks helps in transitioning personnel to the program.  Mr. Morse stated that he believes the network is ready to support.
B. Mr. Harry Schenk.  Mr. Schenk stated that he saw no show stoppers and the network was ready to support.

C. Mr. Eric Isaac.  Mr. Isaac stated he felt all issues had been brought to light.

D. Mr. Scott Greatorex.  Mr. Greatorex stated that the presentation was very good; containing a good summary and good site status.  Mr. Greatorex stated that he believes the network is ready to support.

E. Ms. Madeline Butler.  Ms. Butler stated that the presentation was very good.

F. Mr. Joe Aquino.  Mr. Aquino stated that the presentation was very good and that he believes the network is ready to support.

G. Mr. Josef Wonsever stated that the presentation was very good and that he believes the network is ready to support.

ACTION ITEM REVIEW

The following action items were assigned at the November 1, 2006, STS-116 ORR:

STS-116-ORR-01
Lesley Rahman/GSFC/HTSI/HSF

ACTION:
Update the ISS assembly chart of the ORR presentation.

RESPONSE:
Updated the ISS assembly sequence per B. Marriott's message and launch schedule dated 10/31/06.

STATUS:
This item is CLOSED.

STS-116-ORR-02
Joe Aquino/JSC/NASA, Mike Marsh/JSC/GC, Lesley Rahman/GSFC/ HTSI/HSF

ACTION:
Work with the INCOs to determine action/testing will be take place/be conducted on the Guam TV DL issue

STS-116-ORR-03
Joe Aquino/JSC/NASA

ACTION:
Update the STS RFICD with the signal value and characteristics that are actually found in the system.  Include agreement to live with existing incompatibility if JSC and GSFC agree to that path forward.

STS-116-ORR-04
Bill Gainey/GSFC/HSF

ACTION:
Write an ISI to handle the channel 2 1024K data drops.

STS-116-ORR-05
Gary Morse/KSC/MILA STADIR

ACTION:
Escalate KSC NTR implementation schedule issues.

STS-116-ORR-06
Harry Schenk/GSFC/HTSI

ACTION:
Determine when the AGO OJT will be complete.

STS-116-ORR-07
Bob Gonzales/WSC

ACTION:
Generate a plan for the SSAR IF switch and SN implementation.

STS-116-ORR-08
Bob Gonzales/WSC

ACTION:
Review the 2 CDS entries, 44096 and 44037, and clarify problems and issues.

STS-116-ORR-09
Melissa Blizzard/ MILA

ACTION:
Develop a chart/slides documenting MILA’s response and future plans in response the recommendations from the Failure Review Board.

RFA REVIEW
The following RFAs were assigned at the November 1, 2006, STS-116 ORR:

STS-116 ORR RFA 01
Resolve STS RFICD issue with respect to the “Guam TV” issue (may also affect systems other than Guam).  Document actual characteristics/capabilities and, assuming GSFC and JSC agree, document go forward plan to accept (live with) the known problem.

STS-116 ORR RFA 02

Negotiate troubleshooting and workaround plans with JSC to specifically address whether or not to break the “working” Guam TV link in advance of STS-116 (to test the two new Frame Syncs being delivered to Guam).  Address the trade-off between living with a known bad Line 19 problem on one side versus the risk of breaking a configuration that works for unknown reasons and possibly being unable to successfully go back to the “working” configuration.  Address both CDS-44037 and CDS-44096 in the troubleshooting and workaround plans.
STS-116 ORR RFA 03

Work with MILA and KSC CD&SC to understand why the STS-115 Flight Crew heard the NASA Test Director (NTD) on the A/G-1 during the launch phase.  This item was reported by the crew post flight.  If this issue was not documented (DR., etc.), determine cause/corrective action to ensure future issues are documented.
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