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Welcome / Introductions

Allen Levine
Customer Commitment Office
Code 451
NASA/Goddard Space Flight Center 
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Items / Notes of Interest

Allen Levine
Customer Commitment Office
Code 451
NASA/Goddard Space Flight Center 
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Opening Remarks

Philip E. Liebrecht
Program Manager
Space Communications Program/Code 450
NASA/Goddard Space Flight Center 
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GSFC Vision
for

Future Space Communications

Philip E. Liebrecht
Program Manager
Space Communications Program/Code 450
NASA/Goddard Space Flight Center 

Presentation Not Available Online.  
Please contact Mike Booth with any inquiries:

(Michael.Booth@gsfc.nasa.gov)
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Earth Science Mission Operations

Paul Ondrus
Project Manager
Code 428
NASA/Goddard Space Flight Center 



Page 9

Space Communications Customer Forum

November 10, 2005

Agenda

• Constellation Management

• Collision Avoidance

• Network Support
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Earth Observing Constellations

• Morning Constellation
– All 4 satellites are on-orbit (Landsat-7, followed by EO-1, SAC-C, 

and Terra)

– Descending equator crossing times near 10:00 Mean Local Time 
(MLT)

• Afternoon Constellation (“A-Train”)
– EOS-Aqua, EOS-Aura and PARASOL are members currently on-orbit.

– Other missions will follow: CloudSat, CALIPSO, and OCO.

– Ascending equator crossing times near 13:30 MLT



Earth Science Morning Constellation Activities
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Earth Science Afternoon Constellation Activities
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Relative Positions of Satellites (one orbit)
Earth Science Morning & Afternoon Constellations

(From Ground Station Perspective)

Landsat-7

SAC-C

Descending Node
Ascending Node

North

South

Aqua

Aura

5-Min Interval

Notes:
• Terra 30 min behind Landsat-7
• Aqua 25 min behind Terra
• Aura 15 min behind Aqua
• SAC-C drifting relative to other satellites
• EO-1 began drifting in late Sept. 2005

CloudSat

CALIPSO

PARASOL

EO-1

Terra

OCO

Nov 2005 
launch

2008 
launc

h

Glory

NEW
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Terra Vs. 14222
Close Approach Summary

TCA:  23-Oct, 2005 20:53:29Z

• On Oct 17th, Cheyenne Mountain predicted a close approach between Terra 
and 14222 (SCOUT G-1 DEB)

• The close approach was predicted to occur on Oct 23rd with a miss distance 
below 500 meters

• The EOS Conjunction Assessment Team assessed the risk and found:
– The collision probability (Pc) remained high in the week leading up to the time of 

closest approach
– The close approach characteristics were driven primarily by the orbital geometry -

not the OD uncertainty
• The EOS Conjunction Assessment Team then:

– Reported these results
– Assisted the Terra Operational Team in planning a risk mitigation maneuver
– Quantified the amount of risk reduction (i.e., reduction in Pc) expected by 

performing the maneuver
– Corroborated that the decision to maneuver was the correct choice

Collision Avoidance
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Terra Vs. 14222

Observe that the different Pc methods produce consistent results larger than ~0.01

Collision Avoidance (cont.)
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2.00E-057

8.00E-055

1.40E-043.7

2.00E-043

4.60E-042

1.80E-031

7.00E-030.5

0.080.115

0.140.037

PcMiss Distance, km

By performing a maneuver that increases the miss distance to 4 km, the maximum 
collision probability reduced to below 1e-4

Terra Vs. 14222

Collision Avoidance (cont.)
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Conjunction Assessment 
Process Description

• The following charts capture the functional ESMO conjunction 
assessment process, the data flow through the process, and a 
description of the tools used.

• The utilities in the tool suite can be used for any orbit regime

– In particular, the curvilinear collision probability is suited for 
encounters at GEO and for satellites flying in formation

• The current tool and architecture design and development can be 
easily modified based on changing requirements and mission 
needs
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CA Functional Process

Curvilinear Collision ProbabilityConjunction 
Assessment

Conjunction 
Assessment

Risk 
Assessment

Risk 
Assessment

Risk 
Mitigation

Risk 
Mitigation

Cheyenne Mountain NASA/Goddard

• Performed by Cheyenne 
Mountain Personnel

• Consists of:
• Computing separation 

distance between objects in 
space object catalog

• Summarizing and reporting 
results to appropriate 
personnel

• Performed by the EOS CA Team
• Consists of:

• Trending miss distance and 
specific orbit determination 
related parameters

• Computing collision 
probability via three different 
methods

• Performing collision 
probability sensitivity 
analysis

• Performed by EOS CA Team and 
the Flight Operations Team

• Consists of:
• Maneuver planning
• Post maneuver probability 

assessment
• Maximum collision 

probability
• Propagate variance 

through a maneuver
• Maneuver execution
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CA Functional Process

Conjunction 
Assessment

Conjunction 
Assessment

Risk 
Assessment

Risk 
Assessment

Risk 
Mitigation

Risk 
Mitigation

Cheyenne Mountain NASA/Goddard Output

Visual 
Aids/Plots

Visual 
Aids/Plots

Data back 
to Database
Data back 

to Database

Text 
Reports
Text 

Reports

SQL 
Database

Secur
e FTP

Screening
Data

Collision Assessment & 
Mitigation Tool Suite

Collision Assessment System
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Risk Assessment

Visualization Module
• Visualize conjunction geometry and orbit 

trends
• Used for situational awareness

OCM Analysis Module
• Computes Pc using 2D linear algorithm
• Perform analysis on sensitivity of Pc to 

covariance scaling and hard body radius 
size

• Visualization of conjunction plane

Monte Carlo Module
• Computes Pc via Monte Carlo Method
• Confirmation of 2D Pc algorithm

Curvilinear Module
• Computes Pc for nonlinear relative 

trajectories
• Applicable to GEO and formation flying
• Incorporates flexible force models for state 

and covariance propagation

Risk Mitigation

Maneuver Planning Module
• Assesses impact of maneuver timing and 

size on miss distance
• Used for preliminary maneuver planning

Max Probability
• Determines the max Pc expected for a 

maneuver
• Used to assess the risk reduction for a given 

maneuver

Covariance Propagation Through 
Maneuver

• Used to realistically propagate uncertainty 
through an avoidance maneuver

• Allows for prediction of Pc after an 
avoidance maneuver

CAM  Tool Suite
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Network Support

• Working Polar Network Loading

• Lack of SNAS interface System Engineering
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Space Science
Mission

Operations
Project 

(Code 444)

Ron Mahmot
Project Manager

Patrick Crouse
Deputy Project Manager

Valda Jones
Mission Business Manager

Joseph Fainberg
Senior Project Scientist

November 10, 2005
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SPACECRAFT LAUNCH 
DATE

BASE/  EXTENDED 
MISSION

EARLIST 
REENTRY

Reentry Analysis 
Completion Date

Would uncontrolled 
reentry result in 

greater than           1 
in 10,000?

NUMBER OF 
INSTRUMENTS

NUMBER OF 
INSTRUMENTS 

OPERATING
ORBIT

Yohkoh 8/31/1991 Dec-01 Mar-05 Dec-03 TBS 4 0 570 x 730 km @ ?

ROSAT 6/1/1990 Feb-99 Mar-06 Dec-03 TBS 2 0 539 x 554 km @ 53°

WIRE 3/5/1999 Mar. 99 Oct-07 Dec-03 No (5.8 m2) 1 0 540 km @ 97°

SAMPEX 7/3/1992 Sept. 95 Jul-09 Dec-03 No (1.4  m2) 4 4 550 x 675 km @ 82°

CLUSTER II 7/00 & 8/00 Feb. 01 & Dec. 05 2009/2010 Dec-03 TBD 4 (US) 4 (US) 3 Re x 18.5 Re Orbit @ 90°

RXTE 12/30/1995 Mar. 97 Sep-10 Dec-03 Yes (44.1) 3 3 565 x 583 km @ 23°

CHIPS 1/12/2003 Oct. 03 Nov-10 Dec-03 No (6.1 m2) 1 1 600 km @ 94° inclination

RHESSI 1/24/2002 Mar. 04 Apr-11 Dec-03 Yes (18.2) 1 1 600 km @ 38° inclination

TRACE 4/2/1998 Jun. 00 Jul-18 Dec-03 No (6.7 m2) 1 1 600 x 650 km @ 97°

TIMED 12/7/2002 Jan. 04 Oct-24 Dec-03 Yes (9.2) 4 4 625 km @ 74.1°

COBE 11/19/1989 N/A Jul-29 Dec-03 TBS 3 0 874 km @ 99° 

FAST 8/21/1996 Oct. 99 Jul-29 Dec-03 No (1.2) 5 5 4150 x 348 km @ 83°

SWAS 12/2/1998 Feb. 00 Jul-29 Dec-03 No (?) 1 1 600 km @ 70° inclination

FUSE 6/24/1999 Mar. 07 Jul-29 Dec-03 No 1 1 775 km @ 25°

HETE-2 10/10/2000 Sept. 03 Jul-29 Dec-03 No (<1 m2) 3 3 625 km equatorial orbit

XMM 6/30/2001 ? Jul-29 TBD TBS 2 2 7000 x 1114000 km @ 40°

GALEX 4/28/2003 Sep. 05 Jul-29 Dec-03 TBS 1 1 690 km equatorial orbit

Geotail 7/24/1992 Sep. 06 Centuries Dec-03 N/A 7 6.5 8 x 210 Re equatorial

WIND 11/1/1994 Sep. 07 Centuries Aug-03 N/A 8 7.4 L1 Orbit

POLAR 2/24/1996 Sep. 05 Centuries Dec-03 N/A 12 10 2 x 9 Re @ 86°

IMAGE 3/25/2000 Sept. 03 Centuries Dec-03 N/A 6 6 1000 x 45922 km @ 90°

SOHO 12/2/1995 Jan. 99 Never Aug-03 N/A 12 12 L1 Orbit

ACE 8/25/1997 Sept. 07 Never Dec-03 N/A 9 8.5 L1 Orbit

WMAP 6/30/2001 Aug. 05 Never Dec-03 N/A 1 1 L2 Orbit

INTEGRAL 10/17/2002 Oct. 07 ? ? TBS 4 4 9000 x 155000 @ 51.6°

as of 6/8/2004

M
I
S
S
I
O
N

S
E
T

M
I
S
S
I
O
N

P
A
R
A
M
E
T
E
R
S
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SSMO Highlights

• Swift science in news during the month of October
– October 6 NASA press release and a feature article in the October Issue of Nature 

Magazine
– “Short gamma-ray bursts arise from collisions between a black hole and a neutron 

star or between two neutron stars. In the first scenario, the black hole gulps down 
the neutron star and grows bigger. In the second scenario, the two neutron stars 
create a black hole” 

– Numerous observatories collaborated in this discovery including HST, HETE-II, and 
Chandra

• GALEX science 
– Very striking results from observations of "Ring Galaxies" - GI

program by Dr. Phil Appleton. Can see star formation propagating out from the ring
center, as a result of a "drive-thru" collision. Press release in development

– Started Observations for Guest Investigator Cycle 2
– Started new observing mode which will allow us to observe another 20% of the

sky in All-Sky-Survey (can observe brighter sources)
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SSMO Highlights

• The High Energy Transient Explorer (HETE) II mission will end 
December 31, 2005

– SSMO received a copy of an official letter from HQ last week directing the 
HETE-II mission to be terminated once the contract with MIT runs out 
December 31, 2005  

– Launched in 2000, HETE-II was extended in order to allow a period of 
overlapping operations with the Swift mission



Upcoming Launches/Highlights

• Long Duration Balloon Project/Ultra Long Duration Balloon Project 
(LDBP/ULDBP) (Managed by the Balloon Program Office at WPS)
– Payloads for the LDBP Advanced Thin Ionization Calorimeter (ATIC) 

Scientific Balloon Experiment (ATIC) and the 2nd ULDBP Cosmic Ray 
Energetics and Mass (CREAM-II) have been shipped to Antarctica.  
On-site testing with the SN is expected to start in mid-November.  
Launch window opens on December 5, 2005 and closes 
January 15, 2006.  Both missions are expected to have a duration
of 10 to 40 days.

– The balloon projects will receive nearly continuous MA return legacy 
service (ATIC will also be supported with the DAS system) with 
commanding through the MA forward
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Upcoming Launches/Highlights
• Communication/Navigation Outage Forecasting System (C/NOFS)

– The Communication/Navigation Outage Forecasting System (C/NOFS) Program 
Cooperative effort between NASA Code S and AFRL and SMC/Det 12.  The primary 
objective of C/NOFS is to develop the capability to forecast the onset of equatorial 
ionospheric irregularities causing scintillations that degrade the performance of 
communication, navigation, and surveillance systems that rely on Trans-
ionospheric radio wave propagation. 

• C/NOFS will utilize the “DAS ALL” MA return service on a 24/7 basis at 
20 kbps to receive science data in real-time.

• Launch is currently scheduled for February 27, 2006

• Space Technology-5 (ST-5)
– The Space Technology-5 (ST-5) is a new Millennium Project with a primary 

mission to provide a technology demonstration of various spacecraft subsystems 
and constellation technologies including the use of a new technology X-band 
transponder.  These technologies will lead towards constellations of smaller and 
lower power spacecraft.  The ST-5 constellation will consist of three identical 
spin-stabilized spacecraft following the same orbital path.  

• WPS and ST-5 personnel are currently at McMurdo performing network testing
• Launch is currently scheduled for February 28, 2006
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Human Space Flight

Thomas D. Russell
Network Operations Manager

Honeywell  
Human Space Flight Team

NASA/Goddard Space Flight Center
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HSF Integrated Network RTF Status

• Agenda
– Human Space Flight (HSF) Integrated Networks

– Human Space Flight (HSF) Integrated Network Return To Flight (RTF)  
Status 

– International Space Station (ISS) Status

– Summary



Integrated Networks Support Requirements
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HSF Integrated Network RTF Status
• STS-114

– A Greenbelt 6 Sigma team was formed prior to STS-114 launch in which 
545 risks were identified; all were mitigated before launch

– Numerous enhancements, (i.e.  the External Tank TV (ETTV), White Sands 
Space Harbor (WSSH) UHF station,  Remote Control Interface (RCI), 
Mission Operations Support Area Replacement (MOSAR), and Guam SN
station upgrade)  were implemented prior to launch  

– Integrated Network Simulations which included all mission phases (pre-
launch, launch, on-orbit, and landing) were performed with the Space 
Network (SN), Ground Network (GN) and the Air Force Satellite Control 
Network (AFSCN)

• Testing fidelity was enhanced by the use of the Shuttle Training Aircraft (STA) 
and the Portable Spacecraft Simulator (PSS)

• All personnel were recertified prior to launch

– Successfully supported STS-114/LF-1/MPLM launch July 26 through 
August 9, 2005.

• STS-114 was the 114th Space Shuttle Flight and the ISS’s 17th assembly 
Logistics Flight (LF -1) 

• Delivered the Multi-purpose Logistics Module (MPLM)
• Mission duration was 13 days 21hrs 32 min 48 sec
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HSF Integrated Network Status
• International Space Station Status (ISS)

– Backup Control Center (BCC)
• Provided tracking for the emergency two-way communications between the 

MCC-M and the ISS during all view periods from the NASA VHF stations at 
DFRC, WSC and WPS from Sept. 21-26 when JSC had to evacuate due to 
Hurricane RITA 

– ISS Downlink Enhancement Architecture (IDEA) Phase II
• increased the capacity for the ISS from the prior 50-Mbps data rate to 150-Mbps 

data rate from WSC to MSFC and JSC
– VHF (Very High Frequency)

• The Dryden (DFRC), White Sands Complex (WSC), and the Wallops (WPS) 
stations support the ISS and Soyuz during ‘critical periods’

– Japanese Experiment Module (JEM)
• The Japanese addition to the ISS, named ‘KIBO’ meaning ‘HOPE’
• Operates in KA band via their DRTS (Japanese equivalent of TDRSS)
• Proposal to have a TDRS compatible transponder
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HSF Integrated Network Status

• ISS (cont’d)
– Visiting Vehicles

• Soyuz
– Soyuz-10 Expedition-11 launched April 15, 2005  and Soyuz-11 

Expedition-12 launched October 1, 2005 were crew replacement 
(as well as supplies)

• Automated Transfer Vehicle (ATV)
– A European Space Agency (ESA) expendable vehicle launching on an

Ariane 5 rocket and scheduled for a NET May 2007 launch

• H-II Transfer Vehicle (HTV)
– A Japanese Aerospace Exploration Agency (JAXA) expendable vehicle 

launching on a H-II and scheduled for NET June 2008 launch

– TDRSS Compatibility testing with the HTV Engineering Model (EM) 
transponder being performed  Nov 7-18, 2005
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HSF Integrated Network RTF Status

• Summary

– GSFC HSF team is actively validating all aspects of the Integrated 
Network support.

– Extensive management review process continues

– Innovative testing philosophy has been adopted. 

– STS-121, currently planned for a May 3-23, 2006 launch window.

– STS-115 currently planned for NET July 1, 2006
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Flight Dynamics Facility 

Susan Hoge
Operations Director
Code 595
NASA/Goddard Space Flight Center 
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Navigation and Orbit Control

Trajectory and Mission Design

Launch Support for ELVs

Pre-Launch Testing and 
Antenna Certification 

Support
Spacecraft Operations 

Support

Spacecraft Acquisition Support

FDF is an established 
operational facility providing 

multi-mission support 
capability

• Navigation support for 
mission orbits under 
2 million kilometers

• Ephemerides
• Orbit error analysis
• Metric tracking data 

analysis

• Orbital insertion vectors 
from tracking or telemetry

• Tracker acquisition data

• Launch/Early orbit 
support

• Operational support 
of all phases

• End-of-life disposal, 
controlled reentry

• Ground Network
• Space Network
• Deep Space Network
• Non-NASA sites

• Trajectory/Delta-V targeting
• Orbit Maintenance
• Burn Planning / burn commands
• Propulsion evaluation
• Launch windows
• Propulsion analysis
• Mission trade studies
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Flight Dynamics Facility 

• January 2004

– Mission Operations and Mission Services (MOMS) contract

• Replaced the Consolidated Space Operations Contract (CSOC)

• Flight Dynamics Facility management (technical and programmatic)
became the responsibility of 595

– Facility funding from Space Sciences, Earth Sciences, Networks (SN/GN) 
and reimbursable Projects
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FDF Mission Support Activities
2005

• Launches

– Supported NOAA-N launch and Global Flyer

– ATLAS  and Sealaunch commercial launches

• Supported STS 114 return to flight

• Supported end of life operations for ERBS and UARS

• Supported routine operations for 20-25 spacecraft
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FDF System Activities

• Network Routers

– Two network routers have been replaced; two more to be replaced

• Tape backup system replaced and operational

• On schedule for final phase of hardware/software upgrade

• Two Windows based servers replaced

• Database servers in process of being replaced

– Includes upgrade of Operating system and Oracle
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NASA Integrated Services Network 

Jerry Zgonc
Norman Reese
Vicki Stewart
NISN
NASA/Goddard Space Flight Center 
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NISN & GSFC Code 701 
Status Updates

Jerry Zgonc
NISN Service Manager (NSM)
Code 731
NASA/Goddard Space Flight Center 
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Agenda

• NISN Customer Interface Group (CIG) Points-of-Contact

• GSFC/Code 701 Customer Support Office

• Mission Operations Voice Enhancement (MOVE) Project

• NSAP Technology Refresh (NTR) (Vicki Stewart)

• NISN Mission Network Preventative Maintenance (PM) Plan
(Norman Reese)
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NISN Customer Interface Group (CIG)
NISN Service Managers (NSM)

- Chuck Duignan, 301-286-6342
Charles.M.Duignan@nasa.gov
(Science Mission Directorate) DFRC, GSFC, JPL, VAFB (ELVs)

- Kim Wright, 256-544-0936
Kimberly.A.Wright@nasa.gov
(Space Operations Mission Directorate) ISS, JSC, KSC, MSFC, MAF,
WSTF (Institutional)

- Seaton Norman, 301-286-8676
Seaton.B.Norman@nasa.gov
(Space Operations Mission Directorate) STS, ISS, JSC, KSC, MAF/WSTF,
MSFC, DFRC (Shuttle)

- Jerry Zgonc, 301-286-7160
Gerald.R.Zgonc@nasa.gov
(Science Mission Directorate) LaRC, GSFC (Institutional), VAFB (EOS ELVs)
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– W. BILL IHNAT, PROJECT LEAD, 301.805.3351:  
william.h.ihnat@msfc.nasa.gov

– MICHAEL ALLEN, 301.805.3075:  Space Operations Mission Directorate
(previously Code M)  michael.j.allen@msfc.nasa.gov

– MICHAEL EDER, 301,805.3076:  Science Mission Directorate
(previously Code S)  michael.j.eder@msfc.nasa.gov

– TRISH PERROTTO, 301.805.3106:  Science Mission Directorate
(previously Code Y)  perrotto_trish@bah.com

– GARY McCRACKEN, CUSTOMER SERVICE MGR., 256.961.9303: 
gary.r.mccracken.msfc.nasa.gov

– JOE FINNEY, DEPUTY, 256.961.9443: joe.finney@msfc.nasa.gov

– MICHAEL BRADLEY, PROJECT LEAD, 256.961.9492:  
michael.j.bradley@msfc.nasa.gov

GSFC UNITeS CIG TEAM

MSFC UNITeS CIG TEAM
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GSFC/Code 701 Customer Support Office

• Obtain administrative and mission requirements for all GSFC 
projects and Codes

• Includes Mission Voice/Data/Video, Administrative Voice/Data (CNE) 
Wireless, Pagers, Cell Phones, Two-Way Radio Systems, Common 
Carrier Services, Cable Plant (Fiber/Copper)

• Coordinates requirements for implementations internally at GSFC 
and/or with NISN (WAN), if required

• Points-of-Contact
Code 100 Bob Freitas x6-8461
Code 200 Mary Collins x6-4515
Code 300 & 700 Debra Richmond x6-0923
Code 400, 460 & 490 Duc Dang x6-3572
Code 410, 420, 450, 480 Tea Taylor x6-2052
Code 440, 500 Denise White x6-3438
Code 600 Tara Holby x6-7574
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MOVE Project Status

• GSFC/Code 700 managed and funded by Space Operations 
Mission Directorate

• MOVE GSFC Project Manager – Dan Duffy(GSFC/Code 720)

• Core Sites: DFRC, GSFC, Hangar AE, JPL, JSC, KSC, MSFC

• MOVE RFP released – 7/29/2005

• GSFC MOVE Contract award – 1st Quarter 2006

• GSFC Switch delivery – 1st Quarter 2007

• MOVE website: http://move.nasa.gov

The purpose of the Mission Operations Voice Enhancement (MOVE) 
Project is to replace existing mission voice systems with Commercial 
Off-the-Shelf (COTS) products suitable to meet the mission voice 
conferencing and voice recording requirements at NASA centers and 
location.
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NSAP Technology Refresh (NTR)

• Replacement of existing NSAP/Paradyne equipment in the Mission 
Network

• Current H/W equipment and S/W platforms have reached “end of life”

• Will combine the Mission T-1 services into higher aggregate 
bandwidth which will support higher capacity service

• Newer Technology with enhanced network management capability

• A transition from existing carrier equipment to new equipment will be 
required for most locations

• Site surveys completed for large, medium, and small sites

• Tentative completion date March 2006

• NTR Project Manager: Vicki Stewart (NISN/GSFC Code 731)

• NTR Project Engineer: Scott Douglas (NISN/GSFC Code 722)
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NISN Mission Operations
Notification and Coordination

Norman Reese
Mission Operations Manager
NISN / UNITeS / HTSI
NASA/Goddard Space Flight Center 
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Introduction

• In order to meet our Service Levels and Customer Commitments, NISN 
must perform actions on a daily basis which may cause impacts to our 
Customers’ Dataflows 

• This presentation describes the existing NISN processes utilized for 
notification and coordination for impacts and potential impacts
– Scheduled Activities

– Preventative Maintenance

– Corrective Actions to Address Real-Time Issues

• The referenced impacts are typically very minor, resulting in a few seconds of 
interruption and no loss of connectivity (dropped blocks for UDP dataflows, 
no impact for TCP/IP dataflows).  Larger impacts are flagged specifically.
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Why do we perform these Actions?

• Meeting Service Levels
– Corrective actions to address failures and degraded conditions
– Preventative actions designed to reduce risk of failures
– Software/Hardware upgrades and patches

• Meeting Customer Requests & Commitments
– Implementation of new service requirements (NISN Service Request)
– Service changes and decommissioning
– Support of verification and other testing
– Delays for Installs can have customer schedule and cost implications

• Advanced planning required for NISN, Carrier, Project, and Site 
Personnel for coordination, travel, schedule, and resources

• Can impact Customer launch and critical test schedules
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Why would there be Impact?

• Impact is symptomatic of the COTS high availability technologies
utilized and is typically very minor ( < few seconds)
– Customer’s synchronous dataflows are highly sensitive to dropped blocks 

and even minor latency fluctuations
– IP/UDP protocol is utilized for critical spacecraft command & telemetry 

dataflows (no retransmission of dropped blocks)

• In other types of Environments, customers would not be aware of 
these minor impacts, and their critical dataflows would not be affected

• Localized higher impact may occur for dataflows passing through the 
specific network component the action is taken on
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Why during Scheduled Supports?

• “No-User Windows” are difficult to establish
– Spaceflight Customers have critical communications requirements 24x7
– Mission Communications Services are carried over a shared backbone 

with 40+ Customers 
– Scheduling for Spacecraft support are performed by three separate 

scheduling organizations (SN, GN, and DSN); each have different 
processes and constraints

– Some customers’ critical dataflows are not scheduled by above 
organizations

• Many customers would prefer minor impacts over not having ability to 
schedule support during scheduled NISN windows
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Closed IONET Customers

Interfaces:
• SFG
• CDR

Closed IONET
Backbone

WSC

JSC MSFC KSC

GSFC

• DRFC
• SAFB
• VAFB
• LSAT5
• AGS
• Cambridge
• OAFS
• DSMC
• Suitland
• Sealaunch
• WGS• Hangar-AE

• CD&SC
• MILA

MCC-H
• ISS
• STS
• ESTL

HOSC
• STS
• ISS

• HST
• TOMS
• TRMM
• GOES
• TPOCC
• SOHO
• ACE
• LSAT7

• TOPEX
• BMCC

• BLT
• PACOR
• WIND/

POLAR
• LZP
• XTE
• UARS
• ERBS

• NIC
• FDF
• SOCC
• RFSOC
• IPNOC
• CDMGR
• Renaissance

EBNET 
Restricted IONET

Open IONET
Internet

Interfaces:
• WDISC
• LIPPs

• MDMs
• SCDs
• DAS

• OSC
• EDC
• APL

• LDBP
• LASP
• SAMPEX
• SGS

DSN JPL

• C-SAFS
• SWIFT
• FUSE
• GPB
• Others

GSFC

GSFC LAN

** Representative, Not Inclusive of All Customers **
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NISN Routed Data Service Levels

1%< 250 msM – F
(6am Eastern –

6pm Pacific)

< 24 hours99.5%Standard IP (SIP)

(Mission Support)

< 1%< 100 ms24 x 74 hours99.5%Premium IP (PIP)

(Mission Support)

< 120 ms

< 120 ms

Round-
Trip Time

0.001%24 x 72 hours99.95%Mission Critical

(Mission)

0.001%24 x 7< 1 minute99.98%Real-Time Critical

(Mission)

Acceptable 
Packet Loss

Coverage 
Period

Restoral 
Time

AvailabilityService Level
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Scheduled Activities

• Notification for NISN Planned Activities is via e-mail with the NISN 
Network Scheduling Group (NNSG) Activity Notice
– Notice will identify duration of activity, anticipated impact(s), and services 

or customers who may be impacted
– Notice will be sent at least 5 working days in advance (some exceptions)
– For significant impacts, NISN may work in advance with SN, GN, and/or 

DSN scheduling personnel to identify minimal impact periods

• Coordination for NNSG Activity Notices is based on negative 
acknowledgements
– Customers should assign personnel to monitor the NNSG notices
– Customers who have questions or are concerned about the impact are 

expected to contact the individual identified in the notice or the NNSG
– Activity can be rescheduled if issues cannot be resolved
– Later Slide identifies process to get added to NNSG distribution

• Scheduled Activities are coordinated with COMMGR prior to starting
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Preventative Maintenance

• NISN established Preventative Maintenance (PM) Windows in order to 
perform actions to maintain the health of the network infrastructure 
and services
– PMs were not routinely performed due to the difficulty in scheduling 

activity windows, leading to an increased risk of failure and unplanned 
impacts to services

• Preventative Maintenance (PM) windows for Routed Data Services
– Window will occur every Tuesday from 1800z – 1830z, starting 11/01/05
– Weekly reminders will be sent to Customers via NNSG Activity Notices
– PM Window will not occur during NISN Mission Freezes, NISN Critical 

Coverage Periods, and Spacecraft Emergencies
– Customers are requested to schedule their critical supports around NISN 

PM windows when possible
– Scheduled during working hours for better end-to-end support and to 

maximize response for any contingencies
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Preventative Maintenance, cont’d

• Anticipated Impact during the NISN Mission Routed Data PMs
– IONET customer can expect to see one or more minor hits lasting a few 

seconds.  This will result in dropped blocks for Multicast/UDP dataflows.  
No impact to TCP/IP dataflows are expected.

– Interruptions to Services are not expected as a result of the minor hits
– Minor Hits  → Users experience similar or greater impact today when a 

Carrier Circuit error is experienced

• Actions may include, but are not limited to:
– Actions designed to help maintain the smooth operations of the network
– Testing and verification of backup equipment and paths
– Device configuration changes to support NISN Service Requests (NSR) 
– Addressing Operational Issues

• If a specific Action planned during the PM window has a localized 
impact greater than the impact statement, Action will be coordinated 
with the impacted customers and briefed as a separate activity
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Corrective Actions (Real-Time)

• Corrective Actions to restore services or address degraded conditions 
are coordinated in Real-Time by the NISN Communications Manager 
(COMMGR)

• Urgency is established by the COMMGR, with consultation from the
NISN Technical Sections and Customers as required
– Urgency of response is based on service levels, potential impact, number 

of users impacted, and perceived risk of further failure
– If time and urgency permits, Minimal impact window can be coordinated 

with appropriate scheduling organizations

• COMMGR will coordinate and status identified points of contact as 
appropriate (see “NISN Real-Time Coordination” Slide)

• A Mission Outage Notification System (MONS) notice is sent out in 
near real-time informing Customers of status of outages and impacts
– Later slide identifies process to get added to MONS distribution
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NISN Real-Time Coordination

JSC Comm Control & SMMSTS Forward Commands

JSC Comm ControlISS S-Band Forward & Return

EOS FOTEOS S-Band Forward & Return

Specific Project (see below)Real-Time Critical Customers

MONS (for Notification)All Projects

Specific ProjectSpacecraft Emergency

Specific ProjectNISN Critical Coverage Period

Specific ProjectTail Sites or Dedicated Data

JPL Communications ChiefDSN Dataflows

WSC Operations Supervisor (OS)SN & GN Dataflows

Coordination PointsCustomer Dataflows
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Mission Projects Utilizing Mission Support Services

• To simplify coordination for our customers, Mission Projects who
utilize Mission Support Services can contact the COMMGR as a single 
real-time point of contact for trouble reporting

• COMMGR will Open Ticket and dispatch to the Enterprise Network 
Management Center (ENMC), the NISN organization which operates 
the NISN Mission Support Services
– ENMC will troubleshoot issue with Carriers and Site, and keep COMMGR 

informed

– COMMGR will status Customers through standard Mission Processes 
(MONS, voice loops)

– Mission Support SLAs (and response) still apply to these services
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Proposed Process Improvements

• NISN desires to improve the efficiency and effectiveness for the
coordination and notification for Real-Time and Scheduled Activities

• A Network Scheduling Working Group is proposed to kick off in 
January, 2006
– SN, GN, DSN, and NISN Scheduling and Operations Representation

– Look at processes, capabilities, and constraints for each organization 
(Phase 1)

– Evaluate potential improvements and gain customer input (Phase 2)

– Provide recommendations to the management of the respective 
organizations (Phase 3)

– Any process changes must take into consideration resources, 
capabilities, responsibilities, accountability, and SLAs
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Contact Information

• To get added to the NNSG Activity Notification Distribution, please 
e-mail your project, e-mail address(es), and specific NISN services you 
wish to receive notices (i.e. Closed IONet, Voice) to:  
nnsg@ncc-comm.gsfc.nasa.gov

• To get added to the Mission Outage Notification System (MONS), you 
can subscribe online at https://www.nisn.nasa.gov.  Select the 
“Support” item and you will see the link to MONS Subscription.

• For information on NISN Mission Operations or this briefing, you may 
contact:
– Norman Reese, UNITeS Mission Operations Manager

Norman.Reese@nasa.gov, 301-286-6486

– Vicki Stewart, NISN Deputy Mission Operations Manager
Vicki.Stewart@nasa.gov, 301-286-6205
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NSAP Technology Refresh – NTR
Project

Vicki Stewart
NTR Project Manager
NISN
NASA/Goddard Space Flight Center 
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NSAP Technology Refresh – NTR
Project

NTR Project Manager:  Vicki Stewart
NTR Lead Engineer:  Scott Douglas  
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Agenda

• NTR Objective

• NTR Architecture 

• Large Site Architecure

• Mission Requirements and Compliance Matrix

• 740 Multiplexer to RAD 2100 Comparison

• Installation Schedule

• NTR Team
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Objective of NTR

• Refresh NASA NSAP (NASA Service Assurance Plan) equipment
– Current Paradyne HW & SW platforms have had “End of Life” 

announcement

• Aggregate T1s into higher speed links

• Support higher capacity service

• Leverage newer technology and equipment
– Improve density

– Enhance network management capability
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Switch

RAD
2100

Analog
Phones

T1
DSX

TDM

OC-3/DS- 3 

Locations:
White Sands Centers
Jet Propulsion Labs
Johnson Space Center
Marshall Space Center
Kennedy Space Center
Goddard Space Flight Center

NTR Large Site Architecture

SONET
Optical Network

RS232, 
V.35, and 
RS422

“OC-3/DS-3 private network with line, network, and route diversity*.”

Out-of-band
Management

Network AGSEMC

2511

Note: *Access & POP diversity will be
supplied where available

Serial
Data
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Mission Requirements and Compliance Matrix

√Scalable technology and infrastructure to beyond OC12

√Support requirements:
– 24 x 7 x 365 monitoring and management

– Dedicated trouble reporting hotline

– Dedicated trouble and maintenance technicians (3 Sustaining Engineers)

– Telecommunications service priority (TSP)

√Performance Requirements:
– Availability of 99.975%

– Mean time to repair of 2 hour

– 20 minutes to isolate

√Application support for data, voice and video

ComplianceMission Requirements
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Mission Requirements and Compliance Matrix 
(Continued)

√Configuration and asset management:  site locations, equipment 
type and configurations, software configurations, and sparing 
inventory.

√Implementation supports service that consist of:
– Sustaining Engineering

– Provisioning

– Project Management

√Launch and Landing lock-down for a 24 hour period

ComplianceMission Requirements
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RAD 2100 Replaces the 740 

T1 Main Link 

(ML-2T1) – 2 port T1 cards with working & standby

T1 Aggregate Link 

(2 cards working & standby)

2 Common Logic cards 

(CL.2)

CP0/CP1 

(2 Control Processors)

HS/DP – 3 port off channel data port unitDDS OCU/4 wire data

Low Speed Sync & Async

(LS-2A/SDM) – RS-232 Sync & Async – 12

(LS-12A) – RS-232 Sync & Async – 12 port

Low Speed RS-232 Sync & Async Data

High Speed Data 

(HS-Q/N) - V.35 Sync Data – 4 ports

High Speed V.35 Sync Data 

(4 port)

High Speed Data 

(HS-Q/N) - RS-422 Sync Data / RS-530, RS-449, 
X.21 – 4 ports

High Speed RS-422 Sync Data 

(4 port)

VC-16E&M ,VF-24, VF-48Voice Cards/ E&M (4 port)

RAD 2100Paradyne 740
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NTR Implementation Schedule
SITE START DATE
GSFC 10/03/05
NEW YORK/NORWAY 10/10/05
SUITLAND 10/24/05
CAPITAL COLLEGE 11/9/05
JSC (EQUIPMENT ONLY) 11/9/05  (*TEST/TURNUP 1/26/06)
WSC 11/28/05
PENN STATE UNIVERSITY 11/30/05
POKER FLATS, AK 12/06/05
JPL 12/07/05
UNIVERSITY OF COLORADO 12/07/05
ARIZONA STATE UNIVERSITY 12/07/05
SIOUX FALLS AFB 12/13/05
GDS/MARS BLDG 12/13/05
NASA HQ 12/16/05
UNIVERSITY OF CA, BERKLEY 12/19/05
NSWSC, SAN DIEGO, CA 12/19/05
DFRC 12/20/05
LANHAM, MD 1/04/06
STANFORD UNIVERSITY 1/04/06
BALL AEROSPACE, BOULDER, CO 1/04/06
SHRIEVER AFB, COLORADO SPRINGS 1/11/06
KIRTLAND AFB, ALBUQUERGUE, NM 1/11/06
LOCKHEED MARTIN, LITTLETON, CO 1/16/06
LMMS, PALO ALTO, CA 1/19/06
OAFB, SUNNYVALE, CA 1/26/06
SOUTHBURY, CT 1/31/06
MSFC 2/01/06
PALESTINE, TX 2/06/06
GDS/ECHO BLDG 2/20/06
VAFB 2/09/06
ARC 2/14/06
CAMBRIDGE, MA 2/21/06
GLENN RESEARCH CENTER 2/20/06
WALLOPS ISLAND FLIGHT FACILITY 2/28/06
KSC 3/07/06
LARC 3/07/06
APPLIED PHYSICS LAB, LAUREL, MD 3/21/06
GILBERT ARIZONA 3/27/06
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• NTR Project Team:

Vicki Stewart, NASA, NTR Project Manager 301-286-6205    Victoria.Stewart@nasa.gov

Scott Douglas, NASA, NTR Lead Engineer 301-286-9550    Scott.Douglas@nasa.gov

Bill Ihnat, UNITES, NTR Project Manager 301-805-3351    William.H.Ihnat@msfc.nasa.gov

Michele Mascari, Lockheed, NTR Lead Engineer 301-794-2514    mmascari@csc.com

Mark Miedzinski, Lockheed, NTR Technical Support 301-794-2827    mmiedzinski@csc.com

Robert Sutton, UNITES, NTR Implementation Coord. 256-961-9469    Robert.C.Sutton@msfc.nasa.gov

Tom Boggs, NISN Scheduling Coordinator 301-286-5590    hboggs@pop500.gsfc.nasa.gov
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Questions?
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Ground Network Project

Roger N. Clason
GN Project Manager
Ground Network Project/Code 453
NASA/Goddard Space Flight Center 
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Ground Network Project
Orbital

John T. Jackson
GN Orbital Manager
Ground Network Project/Code 453
NASA/Goddard Space Flight Center 
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• Ground Network Initiatives for Lowering Costs

• Ground Network Antenna Repairs at Poker Flat, Alaska and
Svalbard, Norway

• Contingency Network for Ground Network

• DSN 26-Meter Mission Set Transfer

Agenda
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• Goal 1:  Reduce loading at Poker Flat, Alaska to 36 passes per day and Svalbard, 
Norway to 30 passes per day to achieve minimum passes guaranteed in these 
contracts.  Note:  During August, September and October 2005, there were 4.73 average 
daily passes over minimum.

– Alaska Satellite Facility (ASF) Offload FAST and QuikSCAT passes from Poker Flat and Svalbard 
to the ASF.  This requires enhancement of tracking, commanding, and communications 
capabilities at ASF.

• Obtain Transmission License through NTIA via GSFC Spectrum Manager.
– Status:  Tentative approval received 10/13/05.  Decision expected 11/10/05 whether 

documentation for each spacecraft in License request needs to reflect ASF. 

• Transition ASF from EBNet to Open IONet for data delivery and establish connection to 
Closed IONet for commanding.

– Status: Authorization to Process approved.  All IONET Security Documentation completed and 
approved by IONET Security Official.  Circuit connections are being scheduled. 

• Purchase a Tracking Data Formatter for ASF.
– Status:  A Purchase Order has been let (via NENS contract) at the beginning of November 2005 

for the TDF. 

Ground Network Initiatives for 
Lowering Costs
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• Train ASF personnel in uplinking commands to ASF.
– Status:  ASF personnel plan to observe DataLynx personnel during commanding of 

FAST and QuikSCAT at Poker Flat.  Then DataLynx (or HTSI) will provide training 
and oversight as ASF begins certification for FAST and QuikSCAT commanding.

• Wallops Ground Station (WGS) 11-Meter.  Began using WGS 11M in 
conjunction with a new GSIF for Aqua, Aura, ICESat and EO-1 real-time X-
band data after ORR which was held on August 8, 2005.  This will help to 
offload Poker Flat and Svalbard stations.

– Status:  Completed.
• Santiago Ground Station (AGO).  Maximize use of AGO contract and schedule 

four passes per day.
– Work with customers to encourage AGO use where applicable.  Hours of operation 

at AGO are not optimal for simultaneous MOC activities.
• Status:  AGO is now supporting 2.9 passes per day on average.

– Request a T1 line for AGO via NISN for STS, HST and other missions not able to use 
AGO due to limitation of 128 kbps comm line.

• Status:  NSR sent and NISN responded.  Action is pending budget decisions.

Ground Network Initiatives for 
Lowering Costs (cont)
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• Aqua Handover Pass Reduction
– NENS wrote "White Paper" describing methodology that would not 

schedule stations for handover passes, but would succeed in supporting 
90% of the required handover passes.

• Status:  White Paper rejected by project; however project agreed to 
remove two handover passes per day effective 11/07/05.

Ground Network Initiatives for 
Lowering Costs (cont)
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• The following table and graph depict the progress in reducing passes 
over minimum guarantee

3.63.30.3Oct-05

3.303.3Sep-05

7.31.75.6Aug-05

000Jul-05

000Jun-05

000May-05

5.25.20Apr-05

14.611.92.7Mar-05

13.49.34.1Feb-05

11.59.81.7Jan-05

8.96.32.6Dec-04

8.45.82.6Nov-04

TotalDataLynxKSATDate

Ground Network Initiatives for 
Lowering Costs (cont)
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• Goal 2:  Remove Wallops Flight Facility (WFF) antenna over-capacity.
– Remove Sustaining Engineering support in NENS Contract for WGS TOTS 8-Meter, 

SATAN and SCAMP antennas and WGS 9-Meter.

• Status:  Completed.  Sustaining Engineering removed from NENS contract for 
WGS 9M, WGS TOTS 9M, SATAN and SCAMP antennas as of 10/08/05.

• Wallops TOTS 8M:  Will be removed from orbital service by 12/31/05.
– Status:  Mission support being offloaded onto WGS 11M antenna

• Wallops IMP-8 SATAN and SCAMP antennas.  Have been removed from 
service.

– Status:  Completed.  The IMP-8 PSLA was updated to remove WFF support from IMP-
8.  Spare parts are being provided to AGO and NOAA.  Removal of apertures will 
begin in FY06.  Engineering Change for removal of apertures is in progress.

• Wallops Ground Station 9M antenna planned for removal from service by July 
2006.

– Status:  Engineering modifications and testing is ongoing to enable the WGS 11M 
antenna to perform most orbital services being done by the WGS 9M antenna.  Note: 
Some STS support cannot be provided due to design constraints.  STS approval is 
pending.

Ground Network Initiatives for 
Lowering Costs (cont)
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• Goal 3:  Remove redundant or unneeded antennas from orbital service and 
offload or discontinue their services.

– Poker Flat TOTS 8M:  Will be removed from orbital service by 12/31/05.
• Status:  Mission supports being offloaded onto AGS 11M antenna.
• TOTS Offloading schedule –

– TOMS-EP certification complete – October 9, 2005
– Trace certification complete – November 13, 2005
– SWAS certification complete – November 20, 2005
– FAST certification complete – December 4, 2005
– SAMPEX certification complete – December 10, 2005
– Wire certification complete – December 17, 2005

– Greenbelt 9M antenna was disassembled and removed from GSFC.
• Status:  Completed.  GBLT 9M antenna and electronics were disassembled and removed 

from GSFC in August 2005.  Spare parts, antenna reflectors, gearboxes and gears, and 
electronics were removed from GSFC and sent primarily to MILA for MILA's two 9M 
antennas.

• Goal 4:  Remove Standard of Excellence (99.5%) from NENS station
Proficiency metrics.

– Status:  Completed.  NENS contract modified on 10/08/05.  Metrics now reflect 
Expectation of 99.1%. 

Ground Network Initiatives for 
Lowering Costs (cont)
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• Problem Statement
– The AGS 11M antenna and the SG1 11M antenna both had failed Elevation 

Gear Assemblies  

– The SG1 11M was declared Red on 04/04/05

– The AGS 11M was declared Red on 04/14/05

• Impact Statement:
– The Red SG1 11M antenna caused the GN to miss an average (over one 

month period) of 1 and 1/3 Aura X/S-band supports per day from the PSLA 
requirements.

– The Red AGS 11M antenna caused the GN to request support from NOAA 
Gilmore Creek.  Impact was mitigated by this support and  continued in 
spite of NOAA-N launch.

Alaska Ground Station (AGS)
11M Antenna and Svalbard Ground Station 

(SG1) 11M Antenna Recovery 
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SKS

SGS

SG3
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11M/TOTS/LEO-T Dome
TOTS

PF1 7.3M

11M

LEO-T before setting the Dome

PF1 11M
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• Recovery:
– SG4

• The NPOES/IPO SG4 antenna was successfully connected to the GSIP and GSIF in 
Svalbard Norway.  

• Certification Testing Process began with Aura and Aqua on 05/13/05.
• Certification Testing Completed on June 13, 2005
• With Completion of Aqua and Aura Certification on SG4, impact to customers was minimal. 

Very occasional conflict with Coriolis.
– SG1

• MOU between JPL DSN and GSFC GN was put  in place to remove DSN Madrid 11-m 
Elevation Gear Assembly and ship to VIASAT for installation into AGS-11m Elevation Gear 
Assembly Housing, then ship to Svalbard for use in SG1.

• DSN MAD 11-m antenna was de-stacked on 05/19/05 and Elevation Gear Assembly shipped 
to VIASAT; however the GDS 11-m Elevation Gear Assembly arrived first at VIASAT.  The 
AGS 11-m Elevation Gear Assembly arrived  at VIASAT 05/16/05.

• VIASAT  installed GDS Elevation Gear Assembly into AGS-11m Elevation Gear Assembly 
Housing and shipped  to Svalbard on 06/15/05 with ETA  and arrived at Svalbard on 
06/27/05. 

• Crane in Svalbard  de-stacked Radome and SG1 antenna in concert with receipt of 
GDS 11-m Elevation Assembly.

• Reassembly and test  completed  July 13, 2005
• Certification Testing  completed  August 2, 2005

Antenna Recovery (cont)
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Antenna Recovery (cont)

• AGS 11M

– Completed de-stacking of AGS 11M antenna May 6, 2005

– AGS 11M Elevation Gear Assembly arrived at VIASAT (Atlanta, Georgia) on
May 16, 2005

– DSN and GSFC GN completed MOU to provide the Goldstone 11M antenna for 
required parts

– The DSN Goldstone antenna was de-stacked on 06/03/05 with shipment of Elevation 
Gear Assembly to VIASAT on 06/03/05

– The SG1 11M Elevation Gear Train was shipped from Svalbard to VIASAT on 
06/27/05, and arrived at VIASAT on 07/05/05

– The MAD 11M  Elevation Gears was installed into the SG1 11M Elevation Gear 
Assembly Housing on 07/20/05 and shipped to Poker Flat, Alaska, with arrival on 
08/02/05.  Re-stacking completed 08/05/05.

– Return to service  08/30/05.



Historical Chronology

Norway - SGS:
•March 31 – April 4: Problems auto tracking 
x-band at high elevations.
•April 4: Investigation found broken parts in 
elevation axis. 
•ViaSat recommended repair or build-up of 
new elevation assembly at ViaSat facility.  
Ship to Svalbard, Norway for swap on-site.

All sites:
April 13-15: Mandated gear inspections. 

Alaska - AGS:
•April 14: Inspection of gear teeth found 
metal fragments. 
•ViaSat recommended repair or build-up of 
new elevation assembly at ViaSat facility

Replacement Assemblies:
May 5-16: NASA obtained two replacement 
elevation assemblies from DSN (Madrid and 
Goldstone) with each MOA developed for 
acquisition ASAP.

Historical Chronology

Norway - SGS:
•March 31 – April 4: Problems auto tracking 
x-band at high elevations.
•April 4: Investigation found broken parts in 
elevation axis. 
•ViaSat recommended repair or build-up of 
new elevation assembly at ViaSat facility.  
Ship to Svalbard, Norway for swap on-site.

All sites:
April 13-15: Mandated gear inspections. 

Alaska - AGS:
•April 14: Inspection of gear teeth found 
metal fragments. 
•ViaSat recommended repair or build-up of 
new elevation assembly at ViaSat facility

Replacement Assemblies:
May 5-16: NASA obtained two replacement 
elevation assemblies from DSN (Madrid and 
Goldstone) with each MOA developed for 
acquisition ASAP.

AGS: AGS: 
••Disassembly: 5/3 Disassembly: 5/3 --5/95/9
••Reassembly: ~8/2Reassembly: ~8/2

SGS SGS AssyAssy + DSN 53 Gears+ DSN 53 Gears
••Return to Ops: ~8/15Return to Ops: ~8/15

SGS:SGS:
••Disassembly: 6/25Disassembly: 6/25--6/276/27
••Reassembly: 6/27Reassembly: 6/27

AGS AGS AssyAssy + DSN 23 Gears+ DSN 23 Gears
••Return to Ops: ~7/29Return to Ops: ~7/29

Ship for re
pair 7

/1-7/14

Goldstone DSN 23:
Disassembly: 5/31-6/3
Ship 6/6-6/10
Restoration: TBD

Madrid DSN 53:
Disassembly: 5/23-6/3
Ship 6/3-6/6
Restoration: TBD

Restoration shipment 6/15 -6/27 

Ship for repair 5/3 -5/9

Restoration shipment 7/29 -~8/2
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AGS 11M Restacking
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AGS 11M Restacking (cont)
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Hand Crank

Side 2

SG1 Elevation Assembly
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Shaft 1

Cross-Shaft 
Pinion

Shaft 2

Drive-end 
Pinion

SG1 Elevation Assembly – Side 2
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SG1 Output Pinions, Cut from Shafts

Shaft 2 
Cross-shaft 
Pinion

Shaft 2 
Drive-end 
Pinion

Shaft 1 
Cross-shaft 
Pinion

Shaft 1 
Drive-end 
Pinion
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Fatigue Fractured Gear Teeth

SG1 Shaft 2 Cross-shaft Pinion

Classic Tooth Root Bending Fatigue



Page 94

Space Communications Customer Forum

November 10, 2005

Measured Pinion Tooth Hardness Ranges

Hardness should be 375 – 402 BHN to one addendum depth below  the 
root.

409 – 525 BHN

200 – 311 BHN

195 – 243 BHN

2% Nital Etch
Hardness Measurements Performed 
by D. Thomas, 541/Swales 
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Approximate vs. Expected Strength
Based on Hardness, strength should be 180 – 200 ksi throughout.

210 – 286 ksi

95 – 150 ksi

93 – 120 ksi

2% Nital Etch
Hardness Measurements Performed 
by D. Thomas, 541/Swales 

Approximate Strength



Page 96

Space Communications Customer Forum

November 10, 2005

Current GN Viasat Elevation Pinion Gear Status

Reduce Slew Pinion Gear Pinon Gear Antenna
Antenna Location Acceleration Rate Status Usage (cycles) Vintage

AGS-11M Poker Flat, AK Completed Jan 03
Replaced with DSN Madrid pinons (low usage @ 
low speed) in Aug 05 1,400               1997

SGS-11M Svalbard, Norway Completed Aug 05
Replaced with DSN Goldstone pinons (low usage 
@ low speed) in Aug 05 2,800               1997

WGS-11M Wallops Island, VA Completed Oct 02
Replaced with TOTS in box spare pinons (very low 
usage on smaller 8M) in Oct 02 57,600             1996

ASF 11M Fairbanks, AK Completed Aug 05
Inspected ring gears and OK'd by Viasat (vendor) 
in Aug 05 Under Review 1996

ASF 10M Fairbanks, AK Under Review
Inspected ring gears and OK'd by Viasat (vendor) 
in Aug 05 Under Review 1988

MGS 10M McMurdo, Antarctica Under Review Original Pinions Under Review 1993

AGS 8M TOTS Poker Flat, AK Under Review Original Pinions Under Review 1994

WGS 8M TOTS Wallops Island, VA Under Review
Undergoing DLM; gears were inspected 
w/borescope and OK'd in Oct 05 Under Review 1994

*Smaller aperature antennas have less force per cycle on teeth; longer teeth life
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GN Contingency Network

• With the first failure of the PF1 11M antenna, and its long repair time 
(approximately 3 months), the GN began a proactive development of 
contingency antennas which had the capacity to provide contingency 
support to the GN once specific mission certification was completed. 
Although this activity was time consuming, the result is an impressive 
array of certified contingency antennas being used by the GN.  The 
table below illustrates this point. 

Mission supported by PF1 11M
Eight SMEX missions

PF2 11M
USN 13M @ Hawaii and 
Australia

2006

AQUA & AURA
AQUA & AURA
AQUA & AURA

SG4 (IPO/NPOES) 13M
NOAA/GLC-A 13M
NOAA/GLC B 13M

2005

Missions supported by PF1-11 
ICESAT & QuikSCAT
QuikSCAT
AQUA & AURA

PF1-7.3M 
SG3 13M
ASF
NOAA/GLC-C 13M

2004

AQUA & AURASG3 13M2003

Missions Certified on Antenna AntennaYear
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DSN 26M Mission Set Transfer

• The GN is examining the potential to offload 26M support to the GN

• DSN 26 meter antennas will be decommissioned by the end of FY08
– Goldstone 26M DSS 16 planned for service outage starting January 31, 2006

• Missions affected include RadarSat, HST, RXTE, TRMM, UARS, IMAGE, Polar, 
NOAA, GOES, TDRS, ACE, SOHO, Wind

• The GN Project is developing a proposal to pick-up the current 26M support 
requirements

– An initial coverage analysis has been performed

– Conducted meetings with HST and RadarSat projects

• Follow-on activities will include specific solution optimization based on 
specific project requirements, RF analyses, loading analyses, latency 
analyses, cost to NASA, etc.

– In February GN will submit to SMD POP input for FY07 support

– Transition/ORR will be conducted for each project
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Ground Network
Support Services for

Lunar Reconnaissance Orbiter

Roger N. Clason
GN Project Manager
Ground Network Project/Code 453
NASA/Goddard Space Flight Center 
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LRO Mission Overview
“Starting no later than 2008, initiate a series of robot missions to the Moon to prepare for and support future human 

exploration activities”
-Space Exploration Policy Directive, January 2004-

• First mission launch in 2008, to be followed by a series of missions to 
prepare for the human landings

• 2008 Lunar Reconnaissance Orbiter
• 2010-2011 RLEP 2 – Lander and Rover

• Future Robotic Lunar Testbeds / Orbiters

• Prepare for Safe Landing / Mission and Select Sites
• Acquisition of a high spatial resolution, 3-dimensional, global geodetic grid for 

the Moon

• Prepare for Resource Utilization
• Characterization of lunar regolith for resource use (water/ice)

• Mature Technologies
• Demonstration of precision landing, power, thermal and shielding technologies

• Emplace Infrastructure Support
• Establishment of communications infrastructure



• Approximately 90° lunar equatorial inclination 
– Drifts by about 0.5 deg/yr 

• 113 min period 

• 50 km mean altitude

• Altitude controlled to ± 20 km

• Up to 48 min lunar occultation every orbit
– From Earth, interrupting tracking
– From Sun, in shadow
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LRO GN Requirements Overview

• Ka-Band Downlink 
– 25.65 GHz

– Primary high rate science data

• S-Band Up/Downlink TT&C 
– 2091.3967 MHz Uplink;  2271.2 MHz Downlink

– Housekeeping and engineering data

– Contingency for high rate Ka-band downlink

– Near continuous radiometric tracking

• Coherent Doppler and tone ranging

– 72 hour data storage

• Laser Ranging
– One-way laser for high accuracy ranging
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Network Support Overview

• Three Primary Network Nodes
• WSC Node

– Prime antenna shared GN 18-Meter at White Sands Complex, New Mexico 
– Coordinated management with Solar Dynamics Observatory Project (SDO)

• Developing potential backup designs with SDO antennas
• East Node

– Prime Station Redu, Belgium.  
– Optional backup from Kiruna, Sweden Station 

• West Node
– Prime Station Dongara, Australia.  
– Optional backup from South Point, Hawaii Station

• Additional Missions
• WSC 18-Meter Antenna

– Shared NASA resource; no cost to NASA missions
• RLEP missions
• Potential Project Constellation and JWST support

– Support future array technology development
• CSP S-Band Network

– Stable costs for RLEP future missions assuming no significant requirements changes/NRE



Ground Network Services for
LUNAR RECONNAISSANCE ORBITER 

LRO 18-meter S/Ka-
Band
WSC, New Mexico

USN 13-meter S-Band 
South Point, Hawaii

SSC 11-meter S-
Band
Kiruna, Sweden

USN 13-meter S-Band
Dongara, Australia 

SDO 18-meter S/Ka-
Band
WSC, New Mexico

SSC 15-meter S-
Band
Redu, Belgium

S-Band Only Sites

S/Ka-Band Site

Potential Backup Sites (SDO - S/Ka-Band, South Point & Kiruna S-Band only)
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WSC 18-Meter S/Ka-Band Antenna

• 18-meter Antenna at White 
Sands Complex New Mexico 
– Az/El Full Motion Pedestal 

– Autotracking Ka/S-Band

– S-Band EIRP  +79.0 dBW 
minimum

– S-Band G/T  27.0 dB/oK 
minimum @ 10o elevation

– Ka-Band G/T  45 dB/oK 
minimum @ 10o elevation

– Dual polarization receive 
and transmit
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Integrated Schedule
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Redu Station

• The Redu station, which hosts multiple 
ground terminals, is located in the 
Ardennes region of Belgium, about 
1 kilometer from the village of Redu, which 
is in the Belgian province of Luxembourg.  
The terminals provide tracking capabilities 
in C-band, L-band, S-band, Ku-band, and 
Ka-band.

• The station is equipped with its own emergency electrical power 
generator system and is connected to the Belgian communication 
network via fully redundant fiber optic route.  The station is manned 
24 hours a day.  The 19-hectare ground area of the station is 
equipped with an automatic security system.  The station is located 
far away from RF interference, and has the required frequency 
clearances to operate in the S, C, Ku, and Ka frequencies.
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Dongara Station

• The Dongara station is located at 
Mingenew, Australia, 383km north of Perth 
on the Midlands Highway. The station is 
operated by the Universal Space Network 
Inc. It hosts a 13-meter antenna, with 
reception in S, X, and Ku bands and 
transmission in S and Ku bands. The X-
band reception is used for high-rate 
payload data processing of Earth 
observation and scientific missions.

• The station is operated by the Universal Space Network Inc.  The technical 
facilities at Dongara comprise S-band uplink and downlink equipment 
including an autotrack capability and X-band and Ku-band reception 
equipment, ranging systems, a frequency and timing system, a monitoring 
and control system, and a communications system. 
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Kiruna Station

• The Kiruna station is located at 
Salmijaervi, 38 kilometers east of Kiruna 
in northern Sweden.  The station is 
operated by the Swedish Space 
Corporation.  It hosts a 15-meter and a 
13-metre antenna, each with reception in 
S- and X-band and transmission in S-
band.  The technical facilities at Kiruna 
comprise S-band uplink and downlink 
equipment including an autotrack 
capability and X-band reception 
equipment, ranging systems, a 
frequency and timing system, a 
monitoring and control system, and a 
communications system.  The site is 
equipped with a no-break power plant.
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South Point Station

• The South Point Station is located at South 
Point, Hawaii. The station is operated by 
the Universal Space Network Inc. It hosts a 
13-meter and a 3.5-meter antenna, with 
reception in S, X, and Ku bands and 
transmission in S and Ku bands. The X-
band reception is used for high-rate 
payload data processing of Earth 
observation and scientific missions.

• The technical facilities at South Point comprise S-band and Ku-band 
uplink and downlink equipment including an autotrack capability and 
X-band reception equipment, ranging systems, a frequency and 
timing system, a monitoring and control system, and a 
communications system. 
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Space Network (SN) 

Keiji Tasaki and Jon Z. Walker
Space Network Project
Code 452
NASA/Goddard Space Flight Center 
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Project Manager: Keiji Tasaki

Deputy Project Manager: Jon Z. Walker

Mission Business Manager: Paula Tidwell

Prime Contractor: Honeywell Technology
Solutions, Inc. (HTSI)

November 10, 2005

Space Network
Code 452



• Space Network at a Glance 
SPACE NETWORK                                                   STATUS AS OF:  10/31/05SERVICE METRICS SUMMARY
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UARS,XTE, STS-114
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Oct ’05 Proficiency:  99.979%

Standard of Excellence:  99.97% Level of Expectation:  99.90%

Without DAS
With DAS

Data Loss:
152 min.

Total No. of Events: 11,713

October '05 Number of 
Events

Scheduled 
Support  

(hrs:min:sec)

Loss 
(hrs:min:sec) Proficiency

ELV 0 0:00:00 0:00:00 N/A
SP&M 1441 1768:23:04 0:43:42 99.9588%
LEOP 0 0:00:00 0:00:00 N/A
HSF 1049 2178:39:14 0:00:00 100.0000%
Summary 2490 3947:02:18 0:43:42 99.9815%
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• Space Network Error/Anomaly Trends 

• Data loss errors only
• Only three error/anomaly types used

- Operator error
- Software anomaly
- Hardware anomaly

• Normalized to 10,000 hours of 
support

• Metrics applicable to historical data
• The first three bars are for 2002, 

2003, and 2004 respectively

SPACE NETWORK                                                   STATUS AS OF:  10/31/05ERROR ANOMALY TRENDS

Operator Errors per 10,000 Hours of Support

Software Anomalies per 10,000 Hours of SupportHardware Anomalies per 10,000 Hours of Support

Anomalies without DAS

Anomalies including DAS
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1. F-3 KSA2 polarization restricted to LCP, 

KSAR2 low performance;  Redundant Ku-
Band paramp selected to recover from 
switch anomaly 

2. S-Band TWTA failed on F-3 (SSAF2), F-5 
(SSAF1)

3. Both Ku-Band TWTA units on F-5 failed 
(KSAF1); Return available

4. F-8 MAR G/T shortfall  
5. F-9 propulsion anomaly: failure of    A-3 and 

W-2 thrusters
6. SSAR2 parametric amplifier failure on F-5
7. F-4 ESA and MFG LO failures 
8. F-9 LO failure KSAR2
9. KSA Polarization services restricted on F-3 

& F-4
10. F-3 Primary Coarse Sun Sensor Failure
11. F-1 SA2 SSAR & SSAF, KuSAR2 

operational using WART
12. F-9 Primary Central Telemetry & Command 
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13. F-4 KSA1F TWTA failure

General Notes:
• One spare SGL TWTA on F-3 & F-4  
• Ten-year design life for F-1 - F-7, 11 years for 

F-8 - F-10 and  four years for on-orbit storage
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General Notes:
• Ten-year design life for 

F-1 - F-7, 11 years for 
F-8 - F-10 and four years 
for on-orbit storage
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174.3°W

TDRS Constellation Bus Health  (As of 11/2/2005)
F-1 Launch  04/83

49.0 °W Indicates fully operational

Indicates backup unit(s) 
in use

Indicates failed subsystem

Notes:
1. F-1: Transponder A unusable; no 

spare TWTA
2. F-1: A-side thruster manifold and 

–Roll thruster failed
3. F-1: CPE-A failed; Gyro 1/2  failed
4. F-3: Coarse Sun Sensor – A failed  
5. F-4: MFG-A Tlm LO failed
6. F-4: ESA-A failed
7. F-9: Thrusters A3 & W2 failed
8. F-1 High Rate Charge capability 

from Battery 1 failed
9. F-9 Primary Central Telemetry & 

Command Unit failure
10. F-1 Telemetry Processor C/RCTU B 

failure
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TDRS KSAR Upgrade Project (TKUP) Status

• Enhance the TDRSS KSA 225 MHz Return data service by adding 
the capability to process bandwidth efficient signal designs

- OQPSK/TPC or LDPC - 150 Mbps to 410 Mbps

- 8PSK/TPC or LDPC - 410 Mbps to 625 Mbps

- Single Access Antenna Autotrack for new signal designs

• Enhance the KSAR service by adding the capability to process 
Col-T and JEM signal designs

• Replace Equipment nearing obsolescence

- KSAR High Rate Equipment and High Rate Switches

1.    SRR was held on 4/27/05.

2. WSC site visits by potential vendors continuing.

3. Major procurement delayed until FY07 and FY08.
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BRTS Replacement Status

• Status
– NASA directed NENS to purchase 3 units with option to buy 4 additional 

units

– PDR was postponed until after the award of the transponder contract.

• Schedule
– System Requirements Review  March 2004

– NENS Task Start  4/2005

– Preliminary Design Review  2/2006

– Critical Design Review  5/2006

– Test Readiness Review  4/2007

– Operations Readiness Review  6/2007
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• Status:
– Phase 1 Facilities mods - completed

– Phase 2 Facilities construction - 50% complete

• Schedule
– Phase 1 mods complete                                  June 2005

– Phase 2 mods complete                                  Feb 2006

– Installation/test of 16-m                                   2/06 – 6/06

– Installation/test of 5-m                                     4/06 – 6/06

– SGAS ORR July 2006

Second Guam Antenna System (SGAS) Status
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• SRR 4/28/05

• PDR 9/12/05

• CDR 4/06

• Implementation 8/07

• ORR 12/07

SNAS Status

SNAS Objectives

• Provide a fully capable, low cost, easily integrated SN scheduling and real-time 
service monitoring and control interface

• Provide a network-based system incorporating features from the User Planning 
System (UPS), the SN Web Services Interface (SWSI) and other SN customer-
required functionality
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Guam DS3 Status

• Purpose
– Increase the bandwidth available SN Customer support through GRGT.

– Upgrade the current 3-T1 circuit configuration (aggregate of ~4.6 Mbps) to 
a DS3 circuit (~45 Mbps).

• Status
– Both DS3 circuits (prime and redundant) are operational.

– Installation of bulk encryption devices STILL in work, but is now part of 
the overall re-engineering process to simplify the WSC-GRGT interface.
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SNIS & Fast Forward Status

• Space Network IP Services (SNIS) Product
– Systems Requirements Review (SRR):  3/30/05

– Target Operational Date:  TBD due to lack of funds

– http://snis.gsfc.nasa.gov

• MA Fast Forward
– Concept Review : 7/26/05

– Target Operational Date:  TBD due to lack of funds

– http://fastforward.gsfc.nasa.gov
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• DAS proficiency in support of Swift for Oct. was 99.97%, which is 
comparable to the overall SN proficiency.

• With the software delivery, 03/05, the system is quite stable.

• Procurement of spares and the Guam replacement unit in progress.

• Support of multiple/simultaneous missions will be a challenge, i.e., 
Swift and C/NOFS, plus balloons.

• No funding for the procurement of expansion units.  Without 
expanding DAS, missions beyond C/NOFS cannot be supported.

• DAS IRT completed their work in Feb., and presented their findings 
and recommendations to the Directorate in Mar. 

Demand Access System (DAS) Status
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TDRS Constellation Status/Plans

1. Transition of a 2nd gen. S/C to SNE

• F-8 has been picked, but F-9 is also being considered.

• SNE S/C (F-8 or F-9) testing will start in July 06

• SNE S/C at 271W by Aug. 06

• Until then, F-8 will continue to provide user support.

2. New Services/Testing

• TDRS HIJ DAS testing (F-10)

• TASS Demonstration (F-1)

• JEM testing (F-8)
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Education & Public Outreach
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OPEN FLOOR

Allen Levine
Customer Commitment Office
Code 451
NASA/Goddard Space Flight Center 
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Al Levine 
Mailstop Code 451, NASA/Goddard Space Flight Center 
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Tell us what you think about our SCCF meetings, web site, or anything else that 
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