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I.
INTRODUCTION

Mr. Al Levine (GSFC/Code 451) convened the November 10, 2005, Space Communications Customer Forum (SCCF) meeting.  Mr. Levine noted that this meeting will have a greater emphasis on status and future direction for various organizations than previous SCCF meetings.  Mr. Levine stated that the space agency is in a very dynamic environment at this point, and change is the norm.  He noted that if there are any comments or questions from the audience, they can note them at any time by using one of the microphones in the room.  Mr. Levine stated that Request For Action (RFA) forms can be filled out either during the meeting or following it.  Mr. Levine also stated that the Customer Commitment Office (CCO) now has a new Chief, Mr. Scott Greatorex.  Mr. Greatorex was recently the Deputy Project Manager for Aquarius.
II.
GSFC VISION FOR FUTURE SPACE COMMUNICATIONS

Mr. Philip Liebrecht (Space Communications Program [SCP] Program Manager) discussed the GSFC vision for future space communications.  Mr. Liebrecht stated that NASA is in a period of tremendous change and opportunity.  President Bush’s vision for NASA is a big driver for the direction that NASA is heading in.  Mr. Liebrecht noted that the capabilities in the Space Communications Program evolved from systems used in the mid- to late-1950s.
There are several factors that are driving the way that NASA is conducting business.  One of them is expanded human presence in our solar system.  We have to be concerned with crew health and safety and critical event coverage.  Higher bandwidth communications will be required.  Applications like telemedicine now have to be considered.  High-definition video and Earth Science-like measurements also have to be taken into account.  There will also be simultaneous operations of many diverse missions.
Mr. Liebrecht noted that attributes have to be flexible, reliable, and cost-effective.  With the environment that NASA is in, cost-effectiveness is of utmost importance.  Mission support has to be seamless.  Anytime, anywhere access to essential data will be critical, especially with the technical state that our world is currently in.
Components that NASA uses include the Ground Network, TDRSS and Next Generation Earth Relay, Optical Communications and Tracking, the Lunar Communications and Navigation System, the Range Launch Head, and Wide Area Network and Data Delivery Services.
Mr. Liebrecht noted that the increase in mission needs is driving the need for a new communications architecture.  The biggest driver is the agency’s new Exploration thrust.  The requirement for anywhere, anytime access is also of utmost importance.  Both GSFC and JPL have critical requirements for event coverage (e.g., EVA, docking, in-orbit assembly, re-entry, spacecraft maneuvers).  At GSFC, these requirements are called the “Golden Rules”.  Support of highly diverse, simultaneously operating space assets is also important.  This includes in-space robotic science missions, Human Robotics Collaboration (e.g., ATV and HTV), and Launch Vehicles.
Mr. Liebrecht discussed the Near Earth environment.  The Near Earth environment is defined by the International Telecommunications Union (ITU) definition, which notes that there are different frequencies assigned for vehicles operating in the Near Earth environment than those operating in Deep Space.  The demarcation point is 2,000,000 km from the earth.  The nearest planet is Venus.
Mr. Liebrecht discussed the agency’s approach to meet near-term needs, provide a foundation for growth, and allow natural requirements evolution.  The existing infrastructure will be used where it is cost-effective to meet 2008-2020 lunar initiatives.  For new infrastructures/components required, near-term building blocks will be implemented that will focus on re-use for the future.  Commercial service providers will be integrated to defer capital outlay.  Downstream infrastructure decisions will be permitted to allow exploration requirements to stabilize within the NASA community (constellation, RLEP), requirements to stabilize with other critical Government programs (e.g., EPA GEOSS), and potential national and international partnerships to evolve.  Ultimately, the agency wants to integrate proven components to provide low-cost/low-risk solutions.  The other part of the agency’s strategy is to invest in optical communications technology for the 2018-2030 timeframe.
Mr. Liebrecht discussed how the Integrated Near Earth Network (INEN) can be implemented through the 2020 – 2030 timeframe as requirements evolve.  NASA is starting off with the exploration capability by implementing an expanded equatorial network at WSC for Lunar and GEO missions.  The first driver for this is the Lunar Reconnaissance Orbiter, with the Solar Dynamics Observatory not far behind.  Ultimately, NASA will get to the point where there will be human spaceflight to the Moon.  A new capability called a Lunar Comm. Navigation System (LCNS) will allow astronauts to go anywhere on the Moon that is of scientific interest, and it will also allow real-time navigation to take place.  The next generation of relay satellites will be deployed around the 2015 timeframe.  Ultimately, there will be a sustained human lunar presence, and laser communications will likely be a part of this.  Beyond this, laser communications will be key when sending humans to Mars and beyond.
Mr. Liebrecht discussed the major elements that are part of the INEN.  NASA has a 40- to 50-year history of doing Optical Comm. Tracking (typically called Satellite Laser Ranging).  They also have a history of doing some limited demonstrations with Optical Comm.; unfortunately, this got canceled due to budgetary constraints.  Equatorial Ground Network (GN) and Polar GN are well understood today and will experience great evolution.  Launch Head, Space Network (SN), and the LCNS are also major elements within the INEN.
Mr. Liebrecht discussed International mission participation at NASA.  Mr. Liebrecht noted that it is a tremendous advantage to the US Government and NASA to pursue International mission participation.  NASA has a long history of success with International Partners.
Mr. Liebrecht discussed the Launch Head.  The fixed launch head capability provides reliable, high-data rate TT&C; high definition TV; a backup for off-nominal TDRSS-prime launch support; and a backup UHF/Air-to-Ground Voice capability.  The Launch Head capability needs to be modernized at MILA.  The hardware, etc. has been in need of replacement for a while now.  This is currently a high item on NASA’s priority list.  The WLPS and PDL facilities are also due for replacement.
Mr. Liebrecht discussed the Next Generation TDRS.  Mr. Liebrecht noted that the first launch is scheduled for somewhere around 2015.  Functional capabilities are still in work; it is anticipated that Ka-band, S-band, and various enhanced capabilities (optical, on-demand, etc.) will be used.
One of the new concepts that has come out of the ability to support Exploration personnel is the Lunar Communications and Navigation System.  There are many options that have been looked at to accomplish this.  NASA is looking into the ability to send astronauts to scientifically interesting parts of the moon, including the “dark side” of the moon and the South Pole of the moon where communications to the Earth is questionable.  A number of centers across the agency are contributing to this effort.  This concept will be in formulation for the next few years.
Mr. Liebrecht discussed optical communication.  This technology has been “almost completed” for about 20 years.  About 5 or 6 years ago, the DoD demonstrated a space optical comm. experiment called GeoLITE.  It was very successful.  This gives reason to believe that optical communication will be very successful in the future.
Mr. Liebrecht summarized the INEN and the direction it is heading in.  Mr. Liebrecht stated that the INEN is a natural evolution for the GSFC Space Communications Program. The INEN architecture evolution path meets evolving mission needs while preserving future flexibility.  The INEN architecture provides all necessary near Earth communications and navigation services while technology for future deep space missions matures over the next two decades.
III.
EARTH SCIENCE MISSION OPERATIONS
Mr. Paul Ondrus (Code 428/NASA/GSFC) discussed Earth Science Mission Operations.  Mr. Ondrus specifically discussed constellation management, collision avoidance, and network support.  Regarding constellation management, there are currently 2 constellations being run:  a morning constellation and an afternoon constellation (A-Train).  The morning constellation has 4 satellites on-orbit (Landsat-7, EO-1, SAC-C, and Terra). The afternoon constellation has 3 satellites:   EOS-Aqua, EOS-Aura, and PARASOL.  Missions to follow include Cloudsat, CALIPSO, and OCO.
Many years ago when the constellations were worked out, they were synced so they never crossed each other.  That worked great for a while, but now that the satellites have gotten older, they have gotten out of sync again.  The constellation is no longer as orderly as it once was.  Mr. Ondrus noted that Glory was just confirmed as a mission, so it will be added to the afternoon constellation.
Mr. Ondrus discussed collision avoidance.  Mr. Ondrus noted that in the current orbit (705 km), approximately 1,500 objects a day come through the orbit.  This requires close attention.  An example of this occurred on October 17, when Cheyenne Mountain predicted a close approach between Terra and 14222.  The EOS Conjunction Assessment Team assessed the risk, reported the results, and made the appropriate maneuver to avoid the collision.  Mr. Ondrus noted that the constellation is screened every day and appropriate action is taken to avoid any collisions.
IV.
SPACE SCIENCE MISSION OPERATIONS

Mr. Ronald Mahmot (Code 444/NASA/GSFC) discussed Space Science Mission Operations (SSMO).  Mr. Mahmot discussed SSMO highlights and upcoming launches.  Upcoming launches include the Long Duration Balloon Project/Ultra Long Duration Balloon Project (LDBP/ULDBP), the Communication/Navigation Outage Forecasting System (C/NOFS), and Space Technology-5 (ST-5).  The LDBP/ULDBP launch window opens on December 5, 2005 and closes on January 15, 2006.  The C/NOFS launch is currently scheduled for February 27, 2006.  ST-5 launch is currently scheduled for February 28, 2006.
V.
HUMAN SPACEFLIGHT

Mr. Thomas Russell (HTSI/GSFC) presented Human Spaceflight (HSF) status.  Mr. Russell discussed the HSF Integrated Networks, HSF Integrated Network Return to Flight (RTF) status, and International Space Station (ISS) status.
Regarding RTF status, a Greenbelt 6 Sigma team was formed prior to the STS-114 mission.  The team identified 545 risks that were mitigated prior to launch.  Numerous enhancements (i.e., External Tank TV [ETTV], White Sands Space Harbor [WSSH] UHF station, Remote Control Interface [RCI], Mission Operations Support Area Replacement [MOSAR], and Guam SN Station Upgrade) were implemented prior to launch.  Testing fidelity was enhanced by the use of the Shuttle Training Aircraft (STA) and the Portable Spacecraft Simulator (PSS).  All personnel were recertified prior to launch.  As a result of all the extra time and effort placed on RTF, the mission was successful.  Launch of STS-114 occurred on July 26, 2005; landing was August 9, 2005.  Mr. Russell noted that STS-121 is currently planned for a May 3 – 23 launch window.  STS-115 is currently planned for NET July 1, 2006.
VI.
FLIGHT DYNAMICS FACILITY
Ms. Susan Hoge presented Flight Dynamics Facility (FDF) status.  Ms. Hoge noted that the FDF is located on the second floor in Building 28 at GSFC.  Ms. Hoge discussed services provided by the FDF.  One of their big services is Navigation and Orbit Control.  Other services include Pre-Launch Testing and Antenna Certification Support, Spacecraft Operations Support, Launch Support for ELVs, Trajectory and Mission Design, and Spacecraft Acquisition Support.  Ms. Hoge noted that at the onset of the MOMS contract in January 2004, FDF management (both technical and programmatic) became the responsibility of Code 595.  The FDF is a fully customer-supported facility.
Ms. Hoge discussed FDF highlights for 2005.  The FDF supported NOAA-N and Global Flyer launches.  They also supported ATLAS and Sealaunch commercial launches.  The FDF supported STS-114 RTF, end of life operations for ERBS and UARS (UARS not yet done as of SCCF), and routine operations for 20 to 25 spacecraft.

The FDF is currently in the process of upgrading a lot of legacy hardware.  Since January 2004, two Network routers have been replaced.  There are plans to replace two more.  The tape backup system was replaced and is operational.  Two Windows-based servers have been replaced; two database servers are in the process of being replaced.  These database servers hold all FDF tracking data.  All FDF systems evolve around these two database servers.
VII.
NISN AND GSFC CODE 701 STATUS UPDATES
Mr. Jerry Zgonc (NISN/Code 731) presented NASA Integrated Services Network (NISN) and GSFC Code 701 status updates.  The NISN Service Managers at GSFC are Mr. Zgonc, Mr. Chuck Duignan, Ms. Kimberly Wright, and Mr. Seaton Norman.  The GSFC UNITeS CIG Team consists of Mr. Bill Ihnat (Project Lead), Mr. Michael Allen, Mr. Michael Eder, and Ms. Trish Perrotto.  The MSFC UNITeS CIG Team consists of Mr. Gary McCracken, Mr. Joe Finney, and Mr. Michael Bradley.
There has been a new directorate established at GSFC (Code 700).  Right now, Code 701 (Customer Support Office) should be contacted for local support requirements.  There is currently a transition going on from Code 291 to Code 701.  Ms. Tammy Tuttle and Mr. Brad Butts can still be contacted (in addition to other Code 701 NISN representatives) for local support.
Mr. Zgonc discussed Mission Operations Voice Enhancement (MOVE) Project status.  The purpose of the MOVE Project is to replace existing mission voice systems with Commercial Off-the-Shelf (COTS) products suitable to meet the mission voice conferencing and voice recording requirements at NASA centers and locations.  The MOVE Request For Proposal (RFP) was released on July 29, 2005.  The contract is planned to be awarded some time in the first quarter of next year.  The first GSFC switch delivery is planned for the first quarter of 2007.  Additional information can be found at the MOVE Web site; the URL is http://move.nasa.gov
Mr. Zgonc discussed the NSAP Technology Refresh (NTR).  The NTR will replace existing NSAP/Paradyne equipment in the Mission Network.  The tentative completion date is March 2006.  The NTR Project Manager is Ms. Vicki Stewart (NISN/GSFC/Code 731).  The NTR Project Engineer is Mr. Scott Douglas (NISN/GSFC/Code 722).
VIII.
NISN MISSION OPERATIONS NOTIFICATION AND COORDINATION
Mr. Norman Reese (NISN/GSFC/MOM) discussed NISN Mission Operations Notification and Coordination.  Mr. Reese stated that in order for NISN to meet their Service Levels and Customer Commitments, they must perform actions on a daily basis that may cause impacts to their customers’ data flows.  Mr. Reese discussed the existing NISN processes used to notify and coordinate with customers on scheduled activities, PM, and corrective actions to real-time issues that may cause impacts to customer support.  Mr. Reese noted that impacts to customer support in these instances are generally minor.  Larger impacts are flagged and worked to resolution.  For details, refer to the presentation.
IX.
NSAP TECHNOLOGY REFRESH
Ms. Vicki Stewart (GSFC/NISN/NTR Project Manager) discussed the NASA Service Assurance Plan (NSAP) Technology Refresh (NTR).  Ms. Stewart stated that NTR is a technology refresh of the current NSAP network that supports mission-critical voice, video, and the IONet.  The current network is 14 years old, and the Paradyne hardware and software platforms have an “End of Life” announcement that must be addressed.  NISN is looking to aggregate T1 lines into higher speed links, support higher capacity service, and leverage newer technology and equipment.  NTR implementation has begun at GSFC some other sites.  Implementation is expected to be complete by the end of March 2006 in Gilbert, Arizona.  For details, refer to the presentation.
X.
GROUND NETWORK PROJECT
A.
Introduction
Mr. Roger Clason (GN Project Manager) provided a Ground Network (GN) Project introduction.  Mr. Clason stated that this is a very dynamic and exciting time for the GN.  On one hand, the GN needs to continue to provide reliable and cost-effective support to their customers for missions that are currently operational.  On the other hand, the GN is looking toward the future to determine its role in the INEN discussed previously by Mr. Liebrecht.  The material to follow covers both of those areas.

B.
Ground Network Project - Orbital

Mr. John Jackson (GN Orbital Manager) discussed GN initiatives for lowering costs; GN antenna repairs at Poker Flat, Alaska and Svalbard, Norway; the Contingency Network for the GN; and the DSN 26-Meter Mission Set Transfer.
Regarding the GN initiatives for lowering costs, the first goal is to reduce loading at Poker Flat, Alaska to 36 passes per day and Svalbard, Norway to 30 passes per day to achieve minimum passes guaranteed in these contracts.  During the past 3 months, there were 4.73 average daily passes over the minimum.  Though these numbers are an improvement, they still need to be lower to achieve the minimum goal.  One way to lower these numbers is to offload FAST and QuikSCAT passes from Poker Flat and Svalbard to the Alaska Satellite Facility (ASF).  This strategy is currently being worked.  Another strategy is the installation of the GSIF at Wallops Island.  With the fiber optic transmission media hooked up to the GSIF, Wallops is averaging 2½ passes per day, and they think they can go up to 4 or 5.  This effort is going very well.  A third strategy is to maximize the use of the Santiago Ground Station (AGO) contract and schedule 4 passes per day.  AGO is now supporting 2.9 passes per day on average.  A T1 line was requested for AGO via NISN for STS, HST, and other missions not able to use AGO due to 128-kbps comm. line limitations.  The NSR was sent and NISN responded.  Request for the T1 line has been approved, so it can now be ordered.  Mr. Jackson also noted that a White Paper was written by NENS (Mr. Harry Schenk) describing a methodology that would not schedule stations for handover passes, but would succeed in supporting 90 percent of the required handover passes.  The White Paper was rejected by the Project; however, the Project agreed to remove two handover passes per day effective November 7, 2005.
Other goals discussed by Mr. Jackson for lowering GN costs include (1) removing the Wallops Flight Facility (WFF) antenna overcapacity, and (2) removing redundant or unneeded antennas from orbital service and discontinuing or offloading their services.  Refer to the presentation for details.
Mr. Jackson discussed the Alaska Ground Station (AGS) 11-Meter antenna and Svalbard Ground Station (SG1) 11-Meter antenna recovery.  The SG1 11-Meter antenna was declared Red on April 4, 2005, and the AGS 11-Meter antenna was declared Red on April 14, 2005.  The Red SG1 11-Meter antenna caused the GN to miss an average of 1 1/3 Aura X/S-band supports per day from the PSLA requirements.  The Red AGS 11-Meter antenna caused the GN to request support from NOAA Gilmore Creek.  Impact was mitigated by this support and continued in spite of the NOAA-N launch.  Issues with both antennas have been worked and the antennas were recovered to fully operational status.
Mr. Jackson discussed the GN Contingency Network.  With the first failure of the PF1 11-Meter antenna, and its long repair time (approximately 3 months), the GN began a proactive development of contingency antennas which had the capacity to provide contingency support to the GN once specific mission certification was completed.  Although this activity was time consuming, the result was an impressive array of certified contingency antennas being used by the GN.

Mr. Jackson also discussed the DSN 26-Meter Mission Set Transfer.  The GN is examining the potential to offload 26-Meter support to the GN.  DSN 26-Meter antennas will be decommissioned by the end of FY08.  Missions affected include RadarSat, HST, RXTE, TRMM, UARS, IMAGE, Polar, NOAA, GOES, TDRS, ACE, SOHO, and WIND.  The GN Project is developing a proposal to pick up the current 26-Meter support requirements.  Follow-on activities will include specific solution optimization based on specific project requirements, RF analyses, loading analyses, latency analyses, cost to NASA, etc.  Mr. Curtis Emerson (GSFC) has been managing this activity.
C.
Ground Network Support Services for Lunar Reconnaissance Orbiter
Mr. Roger Clason discussed GN Support Services for the Lunar Reconnaissance Orbiter (LRO).  The LRO is the first in the Robotic Lunar Exploration Program mission set.  It is a lunar orbiter set to launch in 2008.  It will be followed up by one or more missions.  The next mission, scheduled for the 2010-2011 timeframe, is currently called RLEP-2.  This will be a Lander and Rover mission jointly managed by MSFC and GSFC.  MSFC has been identified as the Center that will do communications and tracking for that mission.  There will probably be follow-ons to these missions before humans are sent to the Moon.
Mr. Clason also discussed LRO GN requirements, Network support, the WSC 18-Meter S/Ka-band antenna, WSC 18-Meter Ground Station architecture, and various GN stations (including Redu, Dongara, Kiruna, and South Point).  For details, refer to the presentation.
XI.
SPACE NETWORK

Messrs Keiji Tasaki and Jon Walker provided Space Network (SN) status.  Mr. Tasaki noted that the SN is doing well and improving every day.  Proficiency-wise, the NENS contractor has been doing an excellent job at WSC and Guam.
Mr. Walker reviewed a chart entitled “Space Network at a Glance.”  Mr. Walker noted that this chart is used to brief GSFC management.  The chart indicates that last month (October 2005) was another busy month for the SN.  There were a total of 11,713 events supported (equaling 717,120 minutes of support).  Data loss was minimal (152 minutes) for a Proficiency of 99.97 percent.
The SN keeps track of their errors and anomalies by normalizing support to 10,000 hours.  Month-to-month trends are analyzed this way.  DAS anomalies have been resolved.  Mr. Walker stated that he is a little concerned about the hardware anomaly trend.  Hardware anomalies have increased over the last 3 to 4 months; the SN is keeping their eye on this trend.
Mr. Walker discussed TDRS constellation health (as of November 2, 2005).  There have been no changes since the last SCCF meeting.  Some of the spacecraft are over 15 years old and still doing great.
Mr. Tasaki discussed TDRS KSAR Upgrade Project (TKUP) status.  TKUP enhances the TDRSS KSA 225-MHz Return data service by adding the capability to process bandwidth-efficient signal designs.  TKUP also enhances the KSA service by adding the capability to process Col-T and JEM signal designs.  TKUP replaces equipment nearing obsolescence (i.e., KSAR high-rate equipment and switches).  The System Requirements Review (SRR) was held on April 27, 2005.  Mr. Tasaki stated that they are currently investigating potential vendors to replace existing legacy equipment.  The major procurement has been delayed until FY07 and FY08.  Mr. Tasaki noted that funding is not procured yet for TKUP; however, discussions with NASA HQ are ongoing.
Mr. Tasaki discussed the Bi-Lateration Ranging Transponder System (BRTS) replacement status.  The decision has been made to purchase three units with an option to buy four more.  The three units will be deployed at WSC, Ascension Island, and Alice Springs, Australia.  Mr. Tasaki noted that BRTS is the mechanism that is needed to do the tracking of the TDRS.  Every time station maneuvers are conducted, BRTS tracking is performed.  Tracking data is then forwarded to FDF (Sue Hoge’s group) for Orbit Determination.  Mr. Tasaki noted that the BRTS Replacement Preliminary Design Review (PDR) has been moved to February 2006.  The Critical Design Review (CDR) is currently scheduled for May 2006.  The Test Readiness Review (TRR) is scheduled for April 2007, and the Operations Readiness Review (ORR) is scheduled for June 2007.
Mr. Tasaki discussed Second Guam Antenna System (SGAS) status.  SGAS is currently in Phase 2 (Facilities construction).  Installation and testing of the 16-Meter antenna is scheduled for February 2006 to June 2006.  Installation and testing of the 5-Meter antenna is scheduled for April 2006 to June 2006.  The SGAS ORR is scheduled for July 2006.  Mr. Tasaki noted that there will be three antennas installed at Guam.
Mr. Tasaki discussed Space Network Access System (SNAS) objectives and status.  Mr. Tasaki noted that SNAS is the software that will replace the User Planning System (UPS) and SWSI.  The SRR was conducted in April 2005.  The PDR was conducted in September 2005.  The CDR is scheduled for April 2006.  SNAS implementation is scheduled for August 2007.  The ORR is scheduled for December 2007.
Mr. Tasaki discussed Guam DS3 status.  Both DS3 circuits (prime and redundant) are operational.  Installation of bulk encryption devices between Guam and WSC is still in progress.
Mr. Tasaki discussed Space Network IP Services (SNIS) and MA Fast Forward status.  SNIS is on hold due to a lack of funding.  MA Fast Forward is also on hold due to a lack of funding.  Mr. Tasaki noted that it appears that the MA Fast Forward effort can continue.  Customers have noted that MA Fast Forward is very useful.
Mr. Tasaki discussed the Demand Access System (DAS).  Mr. Tasaki stated that DAS is a remarkable system, and the proficiency in support of Swift in the month of October was 99.97 percent.  Spares procurement and the Guam replacement unit is in progress.  One of the problems being faced is the expansion of DAS.  Beyond C/NOFS, it is unclear as to whether additional users can be supported.  Al Levine is conducting a loading study on this.
XII.
CLOSING REMARKS

Mr. Levine thanked meeting attendees for participating in the SCCF review.  Mr. Levine noted that the meeting was very productive.  The date of the next SCCF is March 16, 2006.  Official notification will be distributed via email.

XIII.
 ACTION ITEMS
No official action items were assigned at the meeting.
________________________
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